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SUMMARY

Two studiesexploreduseracceptanceof devicesthat measure hazardous states of

awareness. In the first study, critical incident data were collected in two workshops from

11 operators working as air traffic controllers or commercial pilots. These critical

incident data were used to develop a survey of the acceptability of awareness measures.

In the second study, the survey was administered to 100 people also working as air traffic

controllers or commercial pilots. Results show that operators are open to the inclusion of

technology to measure HSAs even if that technology is somewhat invasive as long as

feedback about the HSAs is considered to be useful and helpful. Nonetheless, a major

concern is the legal complications associated with being recorded, particularly for older

and more experienced operators. Air traffic controllers emphasized the importance of

sharing technology information with supervisors in order to receive backup or assistance

under conditions of task overload, whereas pilots emphasized the influence of work

schedules on problems with awareness. Recommendations are offered concerning the

implementation of devices to measure hazardous states of awareness.
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USER ACCEPTABILITY OF PHYSIOLOGICAL AND OTHER MEASURES OF

HAZARDOUS STATES OF AWARENESS

I. INTRODUCTION

Vigilance is a natural requirement for most organisms to monitor their environment for

events such as potential dangers, food sources, and mates. These events occur often at

random, and an organism must be continually ready in order not to miss an event. Vigilance

is also a requirement in the operation of many of the machine systems that serve humans. For

example, most adults drive automobiles and must monitor the external driving environment

(e.g., speed, the behavior of other drivers, road conditions) as well as their internal states (e.g.,

fatigue, boredom). There are clearly more demanding and complex systems such as those for

the air traffic controller or the pilot of a high performance aircraft. Indeed, the development

of automation in complex systems has made monitoring a primary task of the human operator.

One well established fact of human vigilance is that there is a pattern of rapid decrease in

awareness (Davies & Parasuraman, 1982). With some systems, vigilance decrements occur

within 30 minutes (e.g., Mackworth, 1948). Although a considerable amount of research has

examined factors affecting awareness and continued vigilance, many practical and scientific

questions still need to be addressed (See, Howe, Warm, & Dember, 1995; Warm, 1984).

Hazardous ..States of Awareness

Of paramount interest in monitoring complex systems is the possibility of extending the

period of effective vigilance and awareness. Under routine and habitual working conditions,

operators may experience losses of attention that can result in a degradation of performance.

Prolonged periods of decrements in performance can lead to dangerous and even deadly

outcomes. Collectively, these losses of attention are referred to as hazardous states of

awareness (HSAs).

Several HSAs can be identified that are troublesome in complex systems (Scerbo,

Freeman, & Mikulka, et al., 1998). For example, a performance block occurs during a time

period in which there is no productive output, even though the operator is engaged in the task



at hand. Operatorsdonot ceaseto respondin thetaskenvironment,but theyarepreoccupied

with othertaskstimuli or thoughts.Performanceblockstypically increasein frequencywith

increasedtimeworkingon repetitivetasks.

Boredomis anothercommonHSA, andit is associatedwith monotonouswork. Boredom

occurswhena sufficientlevelof arousalcannotbemaintainedto performthetask. Whenan

operatorceasesto bestimulatedbyatask,arousaldecreases,andboredomsetsin.

Complacencyrefersto excessivetrust in equipmentor automatedsystems.Whenworking

underfamiliar circumstances,thereisatendencyto relyoverly onmachinesor computers.

As aresult,theoperatordoesnotmonitorthesystemandfails to detectits signals,anomalies,

or malfunctions.

Mentalfatigueis astateof tirednessandinefficiencythat interfereswith performanceona

task. Lackof restor sleepcontributeto mentalfatigue. A personwho is mentallyfatigued

hasdifficulty allocatingattentionalresourcesto differenttasks,andthis resultsin adeclinein

performance.Althoughmentalfatiguesharessomecommonalitieswith boredom,fatigue

appearsto beadistinctphenomenon.

Mind wanderingoccurswhenthoughtsintrudeinto consciousnessthat areunrelatedto the

taskat hand. This flitting fromthoughtto thoughtmaybeanaturalconsequenceof sustained

andselectiveattention,becauseit ottenoccurswith performanceonvigilancetasks. In

contrastto aperformanceblock,mindwanderingappearsto involvetask-irrelevantthoughts.

Measures of Hazardous States of Awareness

Three types of measures can provide information on the presence and occurrence of

HSAs: (1) subjective reports of awareness, (2) behavioral and performance measures, and (3)

physiological measures. Each of type of measure has costs and benefits. For instance,

subjective reports may be inaccurate, and the process of reporting about awareness may

distract the operator from ongoing tasks.

Byrne and Parasuraman (1996) discuss the potential utility of physiological measurement.

Such measures could be available during performance and provide continual information
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about the levels of awareness with minimal or no distraction for the operator. Researchers

have examined various indices of awareness: Eyeblink rate (Krivolah W, Kodat & Cizek,

1969); heart rate variability (Hartley, Arnold, Smythe & Hansen, 1994); and

electroencephalogram (EEG) measures. For example, Pope, Bartolome and Bogart (1995)

used various EEG bandwidths in an adaptive automation system to maintain operator

vigilance. Their method employed feedback from an EEG index of arousal in an attempt to

keep the operator at an optimal level of arousal. Freeman, Mikulka, Scerbo and Prinzel

(1999) extended this effort and found evidence that the use of an EEG index could enhance

the performance of the operator in a visual tracking task. Follow-up research has used this

technique to reduce the magnitude of the vigilance decrement for a monitoring task (Mikulka,

Hadley, Freeman, & Scerbo, 1999).

There are several important issues in the assessment and use of physiological measures to

improve monitoring and aid operator vigilance. First, it is necessary to demonstrate that a

given physiological measure is effective in maintaining performance. Although previous

research is supportive of this requirement, many performance-related factors still need

investigation (e.g., the effectiveness of the physiological measures over extended performance

sessions and for a variety of tasks). Second, physiological measures must be feasible in an

operational environment. This includes not only the technical aspects of measurement but

also the associated acceptability of the measures themselves to the operator. It is well known

that user acceptability is critical in system design (Scerbo, 1995). Third, there should be

sufficient benefits to the operator from the information made available by the measures.

Indications of the presence of I-ISAs must be helpful in taking corrective actions (e.g., a pilot

engaging the autopilot, a truck driver pulling over to rest). Although benefits are key to the

introduction of physiological measures into complex systems, effective utilization of the

measures always depends on user acceptance.

The purpose of this research is to explore user acceptance of physiological and other

measures that aid performance in complex automation systems. Two studies are conducted.



Thefirst studyinvolvesapplyingamethodologyknownasthecritical incidenttechniqueto

developasurveyto exploreuseracceptability.Thesecondstudyinvolvesadministrationof

the surveyto operatorsof complexsystemsto investigatetheacceptabilityof potential

devicesfor measuringHSAs. Basedon theresultinginformation,featuresof designare

identifiedfor measuresof HSAsaswell asareasof concernin the implementationof the

measures.

II. STUDY 1: CRITICAL INCIDENT WORKSHOP

Critical Incident Technique

The critical incident technique has been an important research tool for more than four

decades. The technique was originally developed by Flanagan (1954) to obtain a specific

behaviorally focused description of work and other activities. A good critical incident has

four characteristics: (1) it is specific; (2) it focuses on observable behaviors that have been, or

could be exhibited; (3) it describes the context in which the behavior occurred; and (4) it

indicates the consequences of the behavior.

Critical incident data are collected initially by asking subject matter experts to recall

examples of particularly effective or ineffective work behaviors they have witnessed,

performed, or learned from others. Researchers then edit these data for clarity and

redundancy, and a content analysis is otten conducted to identify themes or "facets" that

underlie the behaviors described in the incidents. Collectively, the behaviors and facets are

utilized to construct behavioral statements. The result of this process is a domain of facets

and behaviors that can be used for a variety of purposes.

Most typically, critical incident data are used to develop performance evaluation

instruments (e.g., Latham & Wexley, 1981), but they can also be used for training needs

analysis (Goldstein, 1993), training program design (Campbell, 1988), and areas of concern

for adapting operators to new work requirements (Latham, 1988; Pulakos, Arad, Donovan, &

Plamondon, 2000). It is this latter usage that we propose for the critical incident technique.



Participants and Procedure

Six air traffic controllers (ATCs) and five commercial pilots participated in a half-day

workshop. A complete set of workshop materials is given in Appendix A. Each participant

was paid $200 for time in the workshop. All participants were males.

Phase I. Participants were given a brief overview of five HSAs described previously, and

why they are considered hazardous. They were then instructed to think of each HSA and

provide written descriptions of effective, ineffective, and typical ways of dealing with HSAs.

Examples of critical incidents were given to participants so they would have an idea of the

type of information they should provide. The examples were taken from the Aviation Safety

Reporting System (ASRS) database (http://asrs.arc.nasa.gov/). The ASRS is an anonymous

reporting system for ATCs and pilots. Reports include a narrative of the problem and a

description of the corrective action that was taken, if any. A search was conducted of the

database to find reports that were illustrative of HSAs. These reports were modified and used

as examples for the workshop.

Participants were given detailed instructions on how to write good critical incidents and

were asked to work individually to generate them. Participants .were told that incidents did

not have to be limited to personal experiences but could include those learned from work

colleagues. ;their stories were to include a background of the incident, a description of the

actions or behaviors and equipment that were involved, and how the incident affected work

performance. Each participant was asked to generate two incidents for each of the five HSAs.

Phase II. The second phase of the workshop involved a discussion of the critical incidents

that were generated by the participants. The goal of this discussion was to obtain information

about aspects of the work situation or the person that indicates when an HSA is likely to

occur. Participants were also asked to offer suggestions on how to deal with the HSA.

Phase II-[. In the third phase of the workshop, participants were asked to speculate on new

equipment, procedures, and devices that could be used to help reduce the incidence of HSAs.

Two examples of physiological measurement devices that might improve vigilance in



complexsystemswereintroduced.Thepurposeof this portion of the workshop was to find

out whether participants thought these devices would be useful, what features would be most

helpful in reducing HSAs, what features would prevent them from doing their job properly,

and what features would affect acceptability of the measures.

Results

Critical Incidents. A total of 79 critical incidents were generated. Of the total, 19

incidents reflect performance block, 14 boredom, 17 mental fatigue, 13 mind wandering, and

16 complacency. Critical incident data were edited for clerical errors by four of the

researchers. Next, these researchers independently assessed each incident on the following

criteria: (1) does the obtained incident meet requirements for being a critical incident (i.e.,

specific, observable behavior, context, consequences); (2) does the incident illustrate its

proposed HSA or can the incident be considered an example of another HSA; and (3) is the

incident a good example of the HSA and if not, should it be deleted. As a group, the

researchers discussed each critical incident and a consensus was reached on assessment. The

final set contained 9 incidents that reflect performance block, 7 boredom, 16 mental fatigue,

12 mind wandering, and 13 complacency (see Appendix B). Three incidents were considered

to be examples of more than one HSA. There were several critical incidents that did not

illustrate any of the original five types of HSAs. Some suggested themes for the ancillary

critical incidents are forgetting (n = 5), task overload (n = 7), underprepared (n = 4), and

preoccupied (n = 12). The ancillary incidents are presented in Appendix C.

Workshop Discussion. The ATCs stated that they were more effective when they were in

charge of more aircraft, because they tend to pay less attention when they are in charge of

fewer planes. They felt that their supervisor should be called upon to assess critical situations,

but indicated that younger and older operators may be reluctant to ask for help. Younger

operators may feel that asking for help will undermine their intentions to prove themselves to

be capable workers. Older operators face a different problem, because they are typically more

experienced and have established themselves as experts. These operators view themselves as



the individualswho otheroperatorscometo for assistance,andnot individualswho seek

assistance. Asking for help may undermine the expertise and reputation that experienced

operators have sought to achieve and maintain.

A main concern of ATCs is poor communication with pilots due to faulty radios. They

thought that visual feedback would be useful to supplement and verify any verbal

communication. They also suggested that the altitude dialed in by pilots should be data linked

to an ATC's control panel so that even if something was heard incorrectly, it could still be

corrected. Improving the accuracy of the information that ATCs receive and send to pilots is

viewed as a critical factor in the smooth functioning of the overall system.

The ATCs viewed technology as positive so long as it was not intrusive. They wanted

smarter equipment that would evaluate what was looked at by an operator. One device they

thought would be useful was a visual scanning device. The scanner would rotate between

screens, flight strips, and runway and would be calibrated to check eye movements. The

device would alert the operator with an alarm when he or she had not paid attention to an area

atter a period of time. Once the operator looked in the direction indicated by the alarm, it

would shut off. The ATCs preferred that the device "look" at eye movements from overhead

or a console instead of requiring that a headset be worn. The ATCs in the workshop

expressed interest in helping in the developmental of such a device and indicated that

participation would impact their acceptance of the device.

The pilots stated that while automation could reduce their task load, manual skills could

also be used to prevent HSAs. Unfortunately, they felt that older pilots are less trusting of

automation and newer pilots have less manual skills. They indicated that the majority of

errors occur during takeoff and descent. A suggestion they had to combat errors was to

employ memory aids. They also suggested that adherence to standard operating procedures

could prevent errors (e.g., running checklists). Strict adherence to procedure is not always

done, especially when tired. Staying alert and awake was cited as being especially

problematic. Strategies they said they used to stay alert were taking naps, drinking coffee,
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standingup, andtalking. Theythought it would be useful to have a device to alert them when

they were falling asleep. They attributed part of the difficulty with staying alert to poor work

scheduling (i.e., flying several flights in succession without enough rest in between).

The pilots were open to new technology, however they emphasized that it was not simply

more technology, but more appropriate technology that was needed. They were not opposed

to the use of technology if it was used to decrease task overload. They suggested that warning

sounds and messages could be used to indicate when something was wrong. Furthermore,

onscreen instructions could inform and direct them to the problem. Switches that light up and

say "fault" or "turn off" could be used as well. Some concerns they had regarding the use of

new technology were the invasiveness of it, being monitored and recorded, and legal

repercussions. Mainly, they wanted technology that was convenient, noncumbersome, and

gave them appropriate feedback.

HI. STUDY 2: HAZARDOUS STATES OF AWARENESS SURVEY

Survey Development

The information obtained from the critical incident workshop was used to develop a

twenty-two item survey (See Appendix D). The survey reflects aspects of the system, person,

and features that may influence user acceptability of measures of HSAs. The survey is

separated into three parts. The first section collects background and demographic

information. The second section contains six items that address the existence of HSAs in

work situations. Respondents are required to indicate their level of agreement on a 5-point

scale; the low anchor (1) is "strongly disagree" and the high anchor (5) is "strongly agree."

The third section describes two devices that could be used to measure HSAs. Respondents

indicate their level of agreement with eight items related to each device using the same scale

as in section one.

Participants and Procedure.

The survey was administered to 100 participants from the same work communities as

those who participated in the critical incident workshops. Each participant was paid $50 for

8



completingthesurvey.Of the 100respondents,27%wereATCsand73%were pilots. The

majority (84%) of the sample was male. Proportionately, more females were occupied as

ATCs (48%) than as pilots 00%). The age of the respondents ranged from 22 to 73 years.

The mean age was 42 years. The predominant ethnicity was White (93%). Median

experience in the present position was approximately 10 years, and total experience in the

present and similar positions was approximately 15 years.

The survey was completed on the worldwide web by most of the participants (94%). Each

participant was sent an invitation by electronic mail or was contacted by phone. If the

invitation was accepted, an E-mail was sent to the participant containing instructions about

the survey. The instructions included a unique usemame and password as well as the address

of the web site for accessing the survey. At the web site, the participant was required to enter

the username and password. Once the survey was completed, the participant submitted it.

Survey responses were automatically recorded to an electronic data file. Ager submission of

the survey, the participant was directed to a payment voucher that required entry of the

participant's E-mail address (for verification and identification of occupation). The payment

voucher was filled out, printed, and mailed by the participant to the Old Dominion University

Research Foundation to obtain payment for participation.

If a participant did not have access to the worldwide web, a paper-and-pencil version of

the survey was sent by mail via the United States Postal Service. Six people (3 ATCs and 3

pilots) were mailed surveys. Because these surveys were returned anonymously by mail, the

occupational status of the six participants could not be matched to survey responses. A

participant mailed both the survey and payment voucher to the Research Foundation.

Results

Results are presented in three parts. The first part is a description of the correlational

analysis of all items in the survey. The second part reports significant differences in the

responses of ATCs and pilots, and between the two devices using simple t-tests. The third

part is a principal component analysis of the all items, excluding demographic information, to
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describethe majorthemesreflectedby the survey.

Correlations. Not surprisingly, significant correlations were obtained between the

demographic variables of age, experience in the current position, and total experience (See

Table 1 in Appendix E). Experience in the current position was significantly and negatively

correlated with the everyday occurrence ofHSAs (r = -.23). In other words, more job

experience was associated with a lesser occurrence of HSAs. Further, operators with more

experience in their current position were more likely to be concerned about legal issues with

the brain sensing device (r =.20). Older operators were also concerned about legal

complications resulting from use of the brain sensing and eye movement devices (r = .21 and

.20, respectively). Older operators and operators with more total job experience wanted the

option of turning off the brain sensing device when necessary (r =.28 and .33, respectively).

With respect to sex differences, women had less total experience (r = -.21). Women were

less likely to believe that the most probable reasons for human error are HSAs (r -- -.20), that

aspects of work schedule are responsible for HSAs (_r= -.26), and that the use of manual skills

can reduce HSAs (r = -.29)

As shown in Table 1, correlations between the occurrence of HSAs, human error on the

job, and the use of checklists and other memory aids were significant _s from .21 to .33).

When there were few tasks to perform, respondents indicated that manual skills could help

reduce HSAs on the job (r = .20). For both devices, ifHSAs were believed to occur when few

tasks are available to perform, there was less worry about the legal implications of being

recorded (_r= .22 and .22, respectively).

If operators perceived aspects of the work schedule to be largely responsible for HSAs,

they tended to be worried about legal complications arising from using the brain sensing

device (r = -.25). Furthermore, operators who attributed HSAs to work schedule, wanted the

option of turning off (r = .22) and were worded about legal complications (r = -.20) from

using the eye movement device.

Table 1 shows that the perceived usefulness of feedback was significantly correlated with
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willingnessto usethebrainsensingandeyemovementdevices(_r= .61and.59,respectively),

evenif thedevicesaresomewhatinvasiveor cumbersome.Themoreusefulthedeviceswere

viewedfor giving feedback,the lessthe concernaboutbeingrecorded(_=-.27and.42,

respectively).Furthermore,themoreusefultheeyemovementdevicewasviewedfor giving

feedback,the lesstheconcernaboutthe legalrepercussionsfrom beingrecorded(r = .32).

Feedbackfrom eitherdevicewassignificantlycorrelatedwith taskunderloadandtask

overloadsituations(rs from .25to .35). Significantrelationshipswereobtainedbetween

willingnessto useeachdeviceandrecordingof activity level, legalcomplications,task

underload,andtaskoverload(rs from .22to .61). Concernoverbeingrecordedwas

significantlycorrelatedwith legalcomplications,taskunderload,andtaskoverload

(supervisoronly) for bothdevices(r from .20to .34). If anoperatorwasnotconcernedover

beingrecordedthenit waslesslikely that heor shewouldbeworriedaboutlegal

complicationsfor bothdevices(_.r= .56and.67,respectively).Signalingcoworkersto help in

thetaskoverloadsituationwassignificantlyrelatedto concernoverbeingrecordedwith the

brain sensingdevice(r = .20). With the eyemovementdevice,legalcomplicationswereless

likely to beconsideredproblematicin taskunderloadsituationsin which additionaltaskswere

givento perform(r = .21). Legal issueswerelessof aconcernwhensupervisorswere

signaledto help in taskoverloadsituationsfor bothdevices(r = .20and.32,respectively).

Beinggivenadditionaltasksto performin taskunderloadsituations(eyemovementdevice

only) wassignificantlycorrelatedwith signalingone'ssupervisorandcoworkersin task

overloadsituations(r = .28and.20,respectively).Reactionsto signalingone'ssupervisoror

coworkersin taskoverloadsituationsweresignificantlycorrelatedfor bothdevices(r =. 51

and.60,respectively).

T-tests. Independentt-testswereperformedcomparingmeanresponsesof ATCs and

pilots to thesurveyitems. Resultsarepresentedin Table2 (seeAppendixE). Pilots reported

experiencingmoreHSAsthandidthe ATCs (t(98)= -2.36). Pilotsconsideredaspectsof their

work scheduleasmorelikely to beresponsiblefor experiencingHSAs(t(9s)= -2.90). Pilots
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consideredmemoryaidsand using manual skills as more useful for reducing HSAs than did

the ATCs (t(vs) = -2.16 and -2.76, respectively). In task overload situations for the brain

sensing device, ATCs considered signaling their supervisor to provide help as more useful

than did the pilots (t(98) = 2.04). Finally, ATCs were less worried than the pilots about the

legal implications of recording eye movements (t(gs) = 2.38). However, ATCs and pilots were

similarly concerned about legal implications associated with the brain sensing device.

Paired t-tests were performed to compare the brain sensing and eye movement devices.

Results are presented in Table 3 (see Appendix E). Three significant differences were found.

The eye movement device was considered significantly more useful than the brain sensing

device (t(98) = -2.03). Respondents indicated that they would want the option of turning off

the brain sensing device to a greater extent than the eye movement device (t(98) = 2.14).

Finally, for task overload situations, it was relatively more important to link brain activity

levels than eye movement activity to the supervisor (t(98) = 2.3 5).

Principal components analysis. Principal components analysis with varimax rotation was

performed on the survey items. This was done to determine the primary "themes" reflected in

the survey items. Eight components were extracted with eigenvalues above 1.0. Component

loadings and percents of variance are shown in Table 4 (see Appendix E). Interpretive labels

are tentatively suggested for each component.

The total variance in the survey accounted for by the eight components is approximately

77%. Item loadings range from .61 to .92. Component 7 (Scheduling) is defined only by one

item. Components 4 (Task Underload), 6 (Option to Use), and 8 (Reducing HSAs) are each

defined by two items. The two items defining Component 4 (Task Underload) are highly

correlated (r = .88) and less so with the remaining items. The two items defining Component

6 (Option to Use) show a similar pattern of a strong correlation (r = .50) and weaker

correlations with the remaining items. Items loading on Component 8 (Reducing HSAs) are

not strongly correlated (r = .20) with each other. Clearly, the stability and interpretation of

components defined by one or two items is tenuous and should be viewed with some caution.
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Components1 (Legal Concerns), 2 (Task Overload), and 3 (Device Use) are each defined

by four items, and Component 5 (HSA Occurrence) is defined by three items. Component 1

reflects a major concern of respondents of being monitored and the legal ramifications

associated with monitoring. This component accounts for 15% of the total variance in the

survey. Another strong theme is having coworkers and supervisors alerted in situations where

the operator is feeling overloaded (Component 2 accounts for 14% of the total variance).

Finally, willingness to use the devices was also a strong theme (Component 3 accounts for

13% of the total variance).

IV. CONCLUSIONS

Detecting HSAs in complex systems is an important first step in improving the period of

effective vigilance and decreasing the incident of accidents. Physiological measures are one

way in which information can be obtained about an operator's performance. The present

research addresses the acceptability of such measures of HSAs in two aviation-related

occupations. One of the goals of this research was to gain insight into the features of liSA

indicators that affect user acceptability.

ATCs and pilots both acknowledged the occurrence of HSAs in the workplace. For

ATCs, boredom was mentioned as a factor that impacted their job performance. The ATCs

who participated in the workshop enjoyed being busy. When they were not, they found it

difficult to stay awake. Another concern of ATCs was improving communication with pilots.

Pilots reported experiencing more HSAs than did ATCs. Task overload and fatigue were the

major problems encountered by pilots in their work. Staying alert was also an issue for pilots,

however, the problem was fatigue-related not boredom. Pilots attributed the occurrence of

some HSAs to poor work scheduling and indicated that memory aids and manual skills could

help combat the problems associated with HSAs.

In general, ATCs and pilots were open to the inclusion of technology so long as it was not

overly invasive. ATCs thought devices could help improve their vigilance by signaling when

they were in trouble. Furthermore, ATCs were more favorable towards signaling their
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supervisor than were pilots. Perhaps pilots lack the opportunity to receive help from others in

their work environment, or they are expected to deal with problems on their own. Pilots want

technology to decrease their task load and to signal them when their arousal level has dropped

to a dangerous level. Pilots were open to indicators such as alarms, onscreen directions, and

flashing lights and switches. Ideally, the technology would also indicate what corrective

action was needed. In this way, the devices can serve a diagnostic purpose and assist the

operator in making the necessary changes in the work situation. Overall, the critical incident

workshops revealed that the appropriateness and usefulness of the feedback given are

contributing components in user acceptability of any devices used to measure HSAs.

Correlational analysis helped to identify major issues and relationships of concern.

Results show that workers with less job experience encounter more HSAs. Working

conditions, in which operators are unsure of how to perform or are overly stressed, become

hazardous and interfere with effective job performance. In fact, respondents indicated that

HSAs were associated with committing errors on the job. It may be necessary to monitor

HSAs in less experienced workers and make sure they are handling the situation properly.

Workshop participants indicated that the usefulness of feedback was related to their

willingness to use the devices. Principal components analysis linked these two items into one

component. The analysis also showed that concern about being recorded and legal

complications is a major issue. The survey helped to reveal that the more useful the device

was considered to be, the more likely it would be used even if it was somewhat invasive and

the less concern there would be over being recorded. Useful feedback regarding a state of

awareness appears to abate concerns over being recorded and any legal complications,

particularly for the eye movement device. Respondents indicated that it was essential that

they receive good feedback when underloaded and overloaded. In situations where workers

feel overloaded, getting help from a supervisor was desired, particularly when using the brain

sensing device. Legal concerns were especially salient among older workers and workers

with more experience using the brain sensing device. With the brain sensing device, the

14



option to turn it offmay increase acceptability. Overall, both ATCs and pilots considered the

eye movement device more useful. However as the frequency of I-ISAs increased, concern

over being recorded decreased for both devices, suggesting that safety concerns outweigh

legal concerns as I-ISAs become more prevalent in the work environment.

In summary, this research has demonstrated that ATCs and pilots experience HSAs at

work, and each occupational group deals with them in different ways. Both groups are

receptive to new technology to measure HSAs, even if that technology is somewhat invasive.

An important point to emphasize is that the device used to measure HSAs must give useful

and helpful feedback to the operator. Nonetheless, being recorded and legal ramifications are

major concerns, particularly when the devices are viewed as invasive and operators are older

and more experienced. Including the option to turn off devices may play an important role in

the willingness to use them. Finally, getting backup or assistance from a supervisor under

conditions of task overload is important, especially for ATCs.

We offer several suggestions for improving the acceptability of physiological measures of

HSAs. It is critical that operators receive useful and timely feedback concerning their state of

awareness, particularly when it becomes hazardous. A warning signal of some kind needs to

be incorporated into system design that will alert the operators when they are in trouble and

what corrective action needs to be taken. When operators feel overloaded, it may be

necessary not only to signal an operator but the supervisor and coworkers as well. The

recording of activity level and legal concerns are strongly linked. Operators need to be

assured that measurement devices are in place solely to improve safety and are not to be used

against them in legal actions. They also need to have some control over the use of the device.

The option to turn offthe device may be one way to accomplish this need. Finally, less

experienced workers need to be monitored closely as they may be more susceptible to

experiencing HSAs because they have less practice in dealing with them. Older, more

experienced workers need training so they fully understand the purpose of the measurement

device and that it is in place to help them and not to take away their discretionary control.
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APPENDIX A: WORKSHOPMATERIALS

Goodmorning! Welcometo a NASA sponsored workshop on Hazardous States of

Awareness. We call them HSAs, and they are natural human processes. Most people have

experienced HSAs in driving their automobiles. A driver may stopped at a signal light

thinking about a needed vacation and fail to notice the light has changed. Of course, the

driver is likely made aware of the light change by honking cars. HSAs also occur during

checkout at the grocery store. Most people pay some attention to ring-ups as well as the

bagging and collection of purchased items. However, a customer may not attend to each

scanned item or to every action of the bagger. After all, scanning is done electronically, and

the items are in open display at the pick-up counter. However, miss-rings and left behind

items are often discovered alter returning from the grocery store.

HSAs are frequently merely annoyances. There is little about them that is hazardous.

However in complex systems, they can result in dangerous and deadly outcomes. What we

are going to do today is have you generate some examples of HSAs that occur in your job
situations. We call them critical incidents. These critical incidents may reflect your personal

experiences of dealing with HSAs, but may include incidents learned from work colleagues.

We would like you to generate critical incidents for five types of HSAs that occur in complex

systems. The five types of HSAs have general descriptions:

Performance Block: Delayed performance during task engagement.

Boredom: Insufficient arousal to perform the task.

Complacency: Unwarranted trust that equipment or system is operating properly.

Mental Fati_mae: Perceived tiredness and inefficiency in performing a task.

Mind Wandering;: Thoughts unrelated to the task.

Here are some example descriptions of these HSAs that we have found in safety reports

(Note--each set of liSA and descriptions was given to participants on a separate page).

Performance Block: Delayed performance during task engagement.

We departed Bakersfield, CA enroute to Phoenix, AZ. Ten minutes into the flight we were

given a clearance to go direct Palmdale VOR. Not long after receiving this clearance, we had

a yellow caution annunciator illuminate, "Cabin Duct HotF' Being preoccupied with taking

care of this small problem, as well as handling the radios and arranging some charts, I did not

notice that a strong west wind had blown us East of our course. ZLA brought this to our
attention. I don't know if we encroached on Bakersfield MOA or not. But we may have.

Anyway, this heavy workload combined with minimal rest period the night before caused me

to be somewhat slow and recognizing our situation. Also, we did not have time to eat

breakfast before going to the airport. Both of us were tired. I think that had I been more alert

(less tired) I would've been able to deal with these events without any problems.

I relieved into sector 10 and radar and data positions. Proper relief briefing was initiated, but

was distracted by aircraft X calling. He was VFR 5500 feet asking for clearance. ATC told

me about aircraft Y at 6000 feet, but I lost awareness of him. Aircraft Y was non-radar and X

was radar contact. There was some confusion over the Spencer altimeter setting. My first
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noticeof aircraftY was limited data block 10 o'clock, 10 miles from X because I didn't

believe there was any other traffic in the area. I believed the limited data block to be a split

Beacon from aircraft X. Both strips were in the bay, but I only processed one. I called the

TFC to aircraft X, and even told him that the TFC might not be real. He acknowledged the

TFC in sight, and that is when I realized there was something amiss. I made a blanket

broadcast for TFC in the Spencer area. I then noticed the strip on aircrai_ Y. I issued X an

immediate dissent to 5000 feet. TFC missed by 1-2 miles and 500 feet.

Boredom: Insufficient arousal to perform the task.

We were flying the pattern in left closed traffic, landing on runway 25. After one hour of

touch-and-goes, I was somewhat bored. I heard the pilot of the inbound aircraft call for a

missed approach. We turned crosswind and I heard the ATC authorize the frequency change

to mugu dep for the pilot calling the missed approach. The student turned downwind at

approximately 800' agl. As we climbed toward pattern altitude of 1045', I noticed what

appeared to be the red and green position lights of aircraft approaching ours, head-on, less

than 1/4 miles in front ofusf I immediately initiated a left descending turn to the student's

amazement and confusion. When I contacted the tower to inquire about the near miss

(estimated at 200' vertically and 200' horizontally), the tower was unsure who the tfc was.

Later, they indicated it must have been the individual flying the missed approach.

As we started leveling at fl230, ATC asked us to verify altitude. We stated fl230. ATC asked

us our assigned altitude; we said f1210. ATC said descend and maintain fl210, which we did.

Auto pilot failure to capture altitude selected f1210. Failure to monitor instruments. Repeated

takeoffs and landings between two cities bred complacency, boredom, and fatigue.

Complacency: Unwarranted trust that equipment or system is operating properly.

This flight was a routine trip from PHX to ONT. Due to departure familiarity, the captain's

takeoff brief was abbreviated. On departure, the squawk was incorrect and departure control

asked us to change it as the FMC entered "low ALT capture" mode. The first officer became

task saturated as he attempted to set the aircraft speed bug to clean maneuver speed and

change the IFF. The aircraft accelerated to approximately 290 knots at 3500 feet MSL.

Additionally, lateral NAV guidance in LNAV showed us slightly L of the BUCKEY 2 SID

240-degree heading. At this point, approximately 8 miles from PHX the captain, seeing the

command bars indicating a R turn, commenced a R turn to AVONA. Departure control

directed us back to a 235-degree heading.

It was late in the afternoon of our fourth day of flying, and captain was at the controls.

Visibility was four miles (MVF) in haze at DFW, so we were vectored for and an ILS to

runway 31R at DFW. We were cleared for the approach, and I made all of the appropriate

callouts, including "no flags, gear down, cleared to land." After we landed, I realized that we

had not switched to TWR frequency, and were still on approach. I told the captain, and he

instructed me to contact the tower. I did and the controller ask ifI had heard his xmissions. I

confessed that we had not switched to his frequency, and apologized. He said not to worry,

and gave us further instructions. I believe that the cause of this deviation from the regulations

was complacency. It had been visual approaches all week, and we had not "geared up" our

minds for a "real" ILS approach. I lost focus and made the callout "cleared to land" without
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giving it anymeaning.I wasjust goingthroughthemotions.

Mental Fatigue: Perceived tiredness and inefficiency in performing a task.

Commenced recurrency from 9 month layoff with BFR on APRfrUE/95 and APR/THU/95.

On MAY/TUE/95 completed 10 touch-and-goes at HPN when tower cleared me for full stop

due mounting inbound IFR traffic. Exited runway, stopped, cleaned up airplane. Decided to

fly HPN-CMK-CROTON-HPN to practice VOR tracking and departed RWY 11, forgetting to

turn on xponder. Called N90 3-5 MI E of Croton Point and received/entered squawk code

recognizing at that instant that xponder wasoff. Corrected. Moments later saw a bizjet pass

off to L in front of my plane. N90 reprimanded me on the radio and I acknowledged my

error.

The incident took place on the final landing after 6 legs, 14 duty hours, and 8 flight hours.

Flight PFN to ATL was being vectored to Atlanta Hartsfield by Atlanta approach control

frequency 127.9. Just prior to the other marker for runway 9R, we were switched to approach

118.35. At that point we were told to keep our speed up as long as possible for intrail traffic.

Also we were landing behind a (ACR) 757. We intercepted the LOC and GS visual. I was

going through landing checks and waking for flaps setting commands. I was extremely busy

and neglected to switch to TWR 119.1. We were in final configuration at 500 feet AGL. The

TFC ahead had cleared the runway some time ago. The captain made a normal landing and

exited at the first high SPD. I realized my mistake and looked at #1 radio which still had

1 I8.35 approach control dialed in. I switched to tower and reported holding short of runway

9L at B6. Tower than cleared us to cross and taxi to our assigned ramp.

Mind Wandering: Thoughts unrelated to the task.

On February, Thursday, 1999, flight X was being operated under far part 121, EWR and FLL.

I was first officer and PF on this flight and had received clearance to level off at 6000 feet

after departure. I was hand flying the airplane on the initial departure for pilot proficiency,

and had intercepted the outbound course on the SID. The SID was fairly complicated

(Newark 6, white transition). I had become preoccupied with horizon navigation and failed to

anticipate the approaching level off at 6000 feet MSL until I was already passing 6200 feet. I

immediately arrested declined and ascended back down to the assigned altitude, but not

before total deviation of 300-400 feet from assigned altitude had occurred. Standard

procedure for our airline calls for the PNF to advise the PF aloud when we are within 1000

feet of the assigned level off altitude so that the PF is aware of the approaching vertical

clearance limit, and can begin slowing his vertical rate to avoid an altitude deviation. In this

case I received no alert of any kind for the PNF of the approaching altitude assignment.

When I questioned him about it, he remarked that was my leg and it was my responsibility to

adhere to any and all clearances.

I inadvertently descended below minimum safe altitude while orbiting over a traffic accident

for long period of time. The aircraft was configured for slow flight with flaps partially

extended. I believed that the problem arose because of the repetitive tasks involved with

orbiting for long periods of time. After arriving at the scene of the accident, I reduce power

and extended flaps and took up orbiting. I chose to orbit at 1600 feet MSL based on the CRQ

altimeter setting. Based on information on my class B terminal chart, I determine that the
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terrain was approximately 500-600 feet above sea level, 1600 feet would place me 100 feet
AGL. Aiter orbiting for approximately 30 minutes, I realized that by the view out the

windows and by the altimeter that I was well below my chosen altitude. I immediately added

full power and climbed back to 1600 feet MSL and continued orbiting. I feel that while using
the auto accident as a pivot point for orbiting, scanning for other traffic and constantly

adjusting the power to compensate for the turbulence, and speculating on how the traffic
accident occurred that I neglected to look at the altimeter and take corrective actions sooner.

21



Critical Incident Story

Think about an HSA incident reflecting You may have personally encountered

this HSA, or have heard it discussed by colleagues. Focus your attention on the incident and

what was extremely effective or ineffective in the situation. Consider these set of questions in

writing your story.

1. What were the general circumstances leading up to this incident? In other words, what

was the background or situation of this incident?

2. What exactly did the individual do that was ineffective or effective? What actions or

behaviors were involved? What equipment was involved?

3. How is the incident an example of ineffective or effective behavior? How did it affect

performance?

WRITE YOUR STORY
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Strategiesfor Dealingwith HSAs

As a group I would like you to discuss the critical incidents that you generated. Your goal is

to identify aspects of the work situation or person that led to an HSA. Let's start here with

you (CHOOSE A PERSON). Describe one of your incidents for the group.

Anyone have ideas about how to deal with this hazardous state? Those are good ideas!

Let's discuss another incident. Any volunteers?
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Remedies or Devices

I would like to engage you in futuristic thinking about HSAs. I want you to speculate on new

equipment, procedures, and other devices that might be available in the next 10 or 15 years to

help reduce HSAs. This may include special kinds of monitoring devices that record activity.

Please speculate how this equipment could be useful to you. What features would help you

perform your jobs? Further, what features should be engineered out of these devices so they

would not hinder you doing your job properly?

Here's one example. Suppose that sensing devices are attached to your headset that could

evaluate the level of your brain activity. We know that brain activity fluctuates with the

amount of energy and focus that a person gives to tasks at hand. Further suppose that the

device has been trained to you. That is, a baseline that has been established for you that

reflects your optimal level of performance. When performance deviates from the optimal

level, the sensing device activates. You could be signaled either directly through the headset

or perhaps by a display. The signal could indicate that you are becoming overloaded by tasks,

or that you need to take a rest break. It could also indicate that activity has fallen to an

extremely low level. You may be prompted to perform other tasks to increase activity.

Another kind of device might be a miniature camera that is attached to your head set. This

camera follows and records the movements of your eye. It also establishes a baseline of

activity that considers the person, the nature of tasks, and the priority of information that

needs to be processed. When eye movements stay away too long from critical locations or

information, signals are forthcoming either through the headset or through displays. The

signals would prompt the operator to re-focus attention to a particular location or set of
information.

As a group, please address these questions:

What other kinds of equipment or devices do you envision?

How might this equipment help to deal with HSAs?

Do you think that operators would actually use such equipment?

What features of the equipment might hinder acceptance?
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APPENDIX B' CRITICAL INCIDENTS

Performance Block

. This seems to be a recurring problem with lots of crews. Our aircraft is EFIS equipped

with flight management system. The indication that we are flying flight management

system is the white course needles and the flight management system green icon on the

FMA. When the pilot flying briefs the approach we engage the heading mode temporarily

so that the localizer inbound course can be set. This involves switching from white to

green and back to white needles again. Normally the next step is the reselection of the

flight management system push-button however, this process happens in conjunction with

several other tasks. The pilot flying is briefing the approach to be flown and usually the

pilot not flying is intermittently talking with the air traffic controller as we are descending

for the approach. Invariably, sometimes the flight management system button is not

selected. Normally the deviation is very small. The airway is 4 miles wide and we rarely

get more than 2.5 miles off. However, aside from looking directly at the FMA, the most

usual indication of this missed task is just by looking at the flight management system

map on the multi-function display. For me, the best way to alleviate this problem is to

brief the approach while in cruise before the descent is started and the workload is low.
Another time the missed selection occurs is when the crewmembers are engaged in

conversation.

. Recently, I forgot to run the taxi checklist prior to take-off and the captain never caught

this. Of the 15 or so items on the list only 2-3 can really have killer consequences. As I

rotated, the aircraft seemed very heavy. The captain said trim! I looked down and it was

set for a weight and CG for our last flight. I compensated smoothly while using two

hands. This was a huge mistake (could possibly kill you)! Several things were out of

place. The weather conditions were poor and we got to discussing what followed some

unusual taxi instructions. Next, we started discussing the captain's previous approach into

the airport. I forgot the whole thing!

. I was flying as a MD-80 first officer departing from Chicago O'Hare on a clear afternoon

on runway 326. I was turned to the west shortly after take-off and directly into the sun.

While climbing to our assigned altitude of 5,000 MSL, the controller directed our

attention to a possible conflicting aircraft ahead. I was hand flying (not on autopilot) and

attempted to look for the other aircraft while blocking the sun with one hand. These

diversions resulted in missing my altitude restriction even though the captain had given

me 1,000 feet prior call. Obviously, my performance was degraded through my own

ineffective behavior. I became task saturated (i.e., limited visibility and other aircraft) and

could have greatly helped myself by going to the autopilot.

. We were pushing back in Boston in a B-757. The captain appeared very rushed and in a

hurry to get going. After a normal start sequence he instructed me to call for taxi. I asked

him why now and he said just get it. I read back taxi instructions as he pushed up power.

I said to stop as did the tower because the crew were still hooked up to the aircraft.

5. The controller was busy and requested assistance. Everything was then running smooth
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but continuedto bebusy. A DH-8 departed northeast bound and began complaining about

his altitude request and the altitude he received. As the assistant was busy changing the

DH-8's altitude in the FD-10, the controller began to lose focus and a handle on the

position. To quiet the DH-8 pilot, the controller climbed him through the altitude of an

inbound C-9. The controller never noticed the incident while trying to recover the

position to a smooth operation.

. The controller was working a moderate to heavy load of traffic. Flights of F-15's were

departing and recovering to the Air Force Base. A heavy C-5 came inbound and was too

high for descent to the Air Force Base. Because of the slow descent profile of the C-5, the

controller issued a spiral descent to 10,000 from 28,000. As the C-5 got comfortable with

the pattern, the descent rate increased. The controller was too busy to watch and didn't

pick up on it. A flight of F-15's outbound and headed for the C-5 were climbed to 15,000.

When they were 5 miles apart, the controller realized the C-5 was descending through

15,700. The F-15's were descended to 14,000 and the C-5 stopped at 15,000. This could

have been avoided with better preparation and issuance of paper stops, which are

extremely useful during busy periods.

. It was an instrumental flight rule day in Detroit. We were working on a northeast

operation. The controller working arrival west had the motor inbound fix and all the

inbounds from the north. While working a heavy arrival push (10-14 aircrafts), the final

got pushed out to 15-20 miles. The controller wasso focused on turning aircrafts onto the

final that he forgot to turn the northbound traffic to the downwind. This caused the traffic

from the north to fly directly to the airport and conflict with the east arrivals downwind

traffic. The controller didn't scan all the area that he had control over. Proper scanning

would have taken care of the situation. The performance after the incident got worse

since he was still thinking about the earlier situation.

. I was working a feeder position at Norfolk. An aircraIt informed me of a problem he was

having. After spending several transmissions with the aircraft, we determined that he

could continue without any difficulties to his destination. When going back to my other

aircraft I noticed that I had to make several handoffs and point outs because I didn't scan

the scope.

. The day shift crew had just relieved the midnight crew. The day shift crew was short on

personnel. The oncoming supervisor relieved the local controller. Runway 25R was

closed because some men were finishing up some work on the runway. The supervisor

was trying to accomplish some of her duties as the supervisor (i.e., making phone calls

and some paper work). An aircraft called for departure. She cleared the aircraft for

departure on runway 25R with the men and equipment still on the runway (luckily on the

departure end). The supervisor was trying to accomplish too many duties and tasks. She

did not properly scan her runway and because the men and equipment were at the end of

the runway it was difficult for her or the aircraft to see.

Boredom

I. This crew flew the exact same 6 ½ flight hour (13 hour workday) trip day after day, month

after month. It left JAD and went up the east coast to Worchester, MA. They were over
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it! The crew was on an assigned heading and was told to intercept a radial on an airway.

They flew 6 miles offshore over the Atlantic (about 1-1% minutes) before air traffic

control asked them where they were going. Both guys had to put down their newspapers

and look up to see. This crew was ineffective and complacent.

I was a MD-80 first officer flying from San Francisco to Dallas Fort Worth and recovering

on an arrival profile that I had flow many, many times. Additionally, I was flying with a

very experienced captain, who was probably also bored. The result was a lack of attention

and the initiation of a very late descent preventing us from making a published altitude

restriction. We realized this well into the descent and embarrassingly told the approach

controllers of our problem. Luckily it was somewhat of a slow day. There was no

conflicting traffic so the controller was able to delete the restriction. Obviously, our

boredom could have resulted in a serious problem and degraded performance.

I was a first officer on a B-767 transatlantic flight from DulIes-BRU. The crew did not

engage all 3 autopilots for an auto-landing as per standard operating procedure until about

500' AGL. Long, boring all night FCF's make it difficult to gear-up for the final critical

phases of flight.

We were holding aircraft for the Detroit Airport because we were below minimums and

all aircrafts wanted to stay at higher altitudes. All aircrafts were in holding patterns and

we didn't have much to do. We became bored and started talking to other controllers in

the room. ARer about 20 minutes, a Zawtop L-188 asked if he should turn north. The

controller looked at the radar and didn't see this aircraft on the scope. The aircraft was

asked his position and he stated 60 miles south of Toledo. The controller then advised the

aircraft to fly 360 ° and waited until he came back on the radar. All aircrat'ts were in

holding, but this aircraft never acknowledged the instructions to hold. Instead of

monitoring the position, the controller started talking to other people and had his back

turned to the radar.

I was working the local control position at LGB tower combined with ground control.

One night it was extremely slow and there were very few operations, I taxied out two

BESS aircrafts for departure on runway 30. One aircraft took the intersection mid field

and one taxied down to the full length of the runway. The aircraft both called ready for

departure at the same time and I put them both on the runway for departure. I got the

aircraft's position on the runway backwards and cleared the aircraft at the full length for

take-off first, with the other aircrat_ in position mid field facing away from the departing

traffic. Had it not been for observing the distant aircraft on departure roll, the second

aircraft would have departed over or collided with the aircraft on the runway. This

incident was due purely to boredom and inattention on my part.

I was working a Cessna in closed traffic for options (pilot/student practice

takeoffs/landings) for about an hour. The routine had been to let the aircraft reach mid

field and then to clear him for the option since there were no other aircraft around to

sequence him with. I was thinking about (ironically) how slow it was with nothing to do

when the Cessna asked if he was cleared for the option. I looked to see the Cessna on

base-leg. Continuous scanning of the airport environment would have pre-empted this

situation from occurring.
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. A Nighttime operation is a very slow period. An aircraft was requesting taxi to the

runway for departure. The controller had not spoken to an aircraft for about 40 minutes.

The controller was reading a magazine and pacing the floor. The controller taxied the

aircraft to the wrong runway and was not aware of his error until the radar controller
advised him. The controller was bored and because it was the only aircraft he had, he was

not aware of his errors.

Mental Fatigue

. The rules for a pilot's workday are out of date, not to mention complex. I had a day where

I was over our union's limit and approaching the FAA's limits. I had been away for 15

hours and 56 minutes. I started early in the morning and finished late at night. During the

day, we had 2 crew swaps, 2 aircraft swaps, and were on maintenance for 3½ hours. The

last leg taxed me mentally. The last leg was in the snow and freezing rain to a runway
that had obscured skies and ½ mile of visibility (but at the legal minimums). I felt very

behind and made a couple of incorrect call-outs pertaining to altitude as we descended on

the approach. The coffee did not help. The captain caught my mistakes and corrected me.

He had just been called onto the trip and was well rested.

. I was flying as a MD-80 first officer. It was a late afternoon departure from DCA through

Chicago and then on to Seattle arriving there at 12:30 am SEA time (3:30 am body time).

Although I had attempted to sleep as late as possible the morning of this flight, I was up

and awake at 9:30, 18 hours prior to my scheduled landing time. Due to a slightly late

departure from ORD and several weather reroutes, our actual arrival time was around 4:30

am body time. Myself and the captain were both well behind in everything: radio calls,

configuring for the approach, and behind ready to fly the approach. Although nothing

adverse occurred, we both remarked on the ride to the hotel how behind we felt and how

our performance been decreased due to the fatigue.

. I was flying as a MD-80 first officer from Dallas Fort Worth to PDX. After leaving the

gate at Dallas Fort Worth, we had a 5 hour weather delay on the ramp. The passengers

were cranky, the flight attendants were real cranky, and the captain was at wits end. What

started out as a routine long day ended up a 14½ marathon. Our mental effectiveness once

we got on our way airborne was marginal at best. Nothing unsafe occurred, but the

potential was there. The smart thing to have done would have been to call it a day at

Dallas Fort Worth, but our Type-A personalities and goal-oriented mind-set made us

continue.

. The crew had a long night due to a case of food poisoning on a South American layover.

Some abnormal calls by the ground crew during push back and language difficulties

during air traffic control communications caused a tired crew to accept and attempt take-

off clearance with only one engine running on a B-757.

. After a long day (about 14 hours) and as a relatively new captain, I accepted a visual

approach clearance to XYZ airport. I confirmed runway 35 in signs and proceeded to set

up for a 10 mile straight-in. Approach told us we were lined up on X-YZ Air Force Base 5
miles west of our intended destination. I just wanted to get there.
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. It was the 1_t leg of the last day of a 4-day trip. All 3 previous days were long and we had

arrived late the previous night in Los Angeles with a minimum (9 hours) layover. We lelt

at 7:00 from Los Angeles to Denver expecting good weather (it looked good on CNN).

Our forecast showed the weather was to deteriorate just prior to our arrival but this fact

didn't really hit home. Enroute, the ATIS broadcasts were all visual flight rules at Denver

and we were just cruising along ready to be there. About 10 minutes prior to our descent,

an ATIS report came over ACARS indicating a slight drop in the ceiling/visibility. This

still didn't register and again, no big deal since we'd be on the ground in 25 minutes.

Over the next 15 minutes ATIS changed 6 times ultimately showing a nearly obscured

airport. We flew a CAT III approach to CAT II minimums and landed in the middle of a

freak snowstorm. Both pilots were fatigued to begin with and were not expecting what

they actually had been told to expect. Onboard equipment (e.g., radar, ACARS, autoland

systems) allowed us to recover and land safely, but we were unnecessarily put into a last

minute panic mode.

. It was a 2-leg all-nighter coming home to Chicago. The copilot was flying. Standard

calls are 2,500' altimeters set, 1,000', and the runway in sight cleared to land. I had to ask

for a repeat of the altimeter and a confirmation that we were cleared to land. Too little

rest the previous day resulted in being too mentally fatigued during the 2 na all night leg.

The use of the other pilot was a good fallback.

. This is a story of anticipated mental fatigue where effective techniques meant that nothing

happened. We were scheduled in an Airbus A-320 to fly from Vancouver to San

Francisco, lay over for about 3 hours, then fly on to Dulles International (landing alter

midnight). Total duty day with briefing time was about 12 hours. Vancouver's weather

was good but there were scattered thunderstorms for San Francisco and heavy

thunderstorms (with a good chance of a divert) for Washington. The first leg was

uneventful, except that we planned ahead and arranged to land on the one runway certified

for automatic landings, in case we needed to use it in Washington. The captain spent a

good deal of time on the layover studying the weather and concluded with the dispatcher

that Syracuse, NY was the closest alternate. The aircraft was full of passengers and cargo

so we couldn't add any gas; fuel would be tight. Enroute to Washington, we kept

updating our weather information with dispatch through our onboard computer and we

were able to change our alternate to Pittsburgh, saving about 1,000 lbs of gas to allow

more holding time if needed. On arrival, Dulles approach tried to assign us a non-

autoland runway, but with low ceilings, reduced visibility, mental fatigue, and wet

runways we insisted on the autoland runway. We also briefed a normal and an autoland

approach. Except for the ceiling being lower than anticipated, everything was as expected

and we made a normal landing. It was extremely effective to plan ahead and prepare for

automated assistance to compensate for fatigue. We also kept alert by talking to each

other and to dispatch. The weather radar was a superb tool upon arrival. And yes,

Starbucks coffee helped too. This was an example of many effective behaviors that

helped our performance.

. The controller worked in the office and didn't think he would work the floor that day. He

had a restless night and was fighting a cold. There were a few sick leaves that day so the

controller was called to the floor and assigned the arrival position. The position was busy
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andthecontrollerwasbehindthewholesession.Traffic callswere missedandfrequency
changeswere late. A MI)-80 wasstill onapproachfrequencywhenheapproachedthe

runway and had to go around. The MD-80 had to be vectored immediately to avoid

departing slower traffic ahead.

10. The work schedule that we had at the time was 3 nights and days. If you had the

midnight, you worked 3 nights, 1 day, and a mid - working a 2 to 10 night shift and then

coming back the next morning at 6:00. After getting offwork at 2:00 pro, I had to return

at 10:00 pm for the mid. I was working the last rush of the day after very little sleep

between the 3 shifts. After taking several handoffs, I got behind very fast. I forgot the

turn-ons and frequency changes. Luckily, the traffÉc died and I didn't have much traffic
for the rest of the shift

11. The controller was working a high altitude sector. The weather was instrumental flight

rules at EWR and La Guardia. The sector was holding aircraft for both airports. Staffing

of the area was low and air traffic controllers were spending almost 2 hours on position.

The controller had been extremely busy, rerouting aircraft, coordinating alternate routes,

and updating expect further clearance times. Almost all of the holding altitudes were

being used. The controller had gotten rid of a few aircraft so he accepted two more.

Holding instructions were issued to the new aircraft. Then, the controller realized he had

put two aircraft at the same altitude. He immediately issued a descent to Aircraft #1 and

turned both aircrafts. Separation was lost. In discussing the event with the controller, he

stated he was exhausted and needed a break.

12. After working the midnight shift at Los Angeles Airport, I was held over the staffing

problems. I was assigned the final monitor position, responsible for ensuring separation

between aircraft on parallel finals at Los Angeles. The arrival controller forgot to give an

approach clearance to an aircraft joining the localizer. Without an approach clearance, the

aircraft did as it should and flew through the localizer nearly colliding with the aircraft on

the adjacent final. I obviously felt very tired and thought I was very slow in picking up on

what was happening.

13. I observed an aircraft taxi from ramp towards the runway. Since I did not have a

departure strip for the aircraft, I asked ground control who the aircraft was. He advised

that he had not taxied anyone out and did not know. We both watched and called to the

aircraft as he took the runway and started to take-off The aircraft finally came up on

frequency at the departure end of the runway. I advised the pilot that he had not received
taxi or take-off clearances, to which he responded he was aware of that and he was tired

from several flights into and out of controlled and uncontrolled airfields, which do not

require a take-off'clearance. He had unwittingly departed thinking all was well. He then

realized his error and came up on frequency to clear things up. No other aircraft were

affected and safety was not compromised.

14. A controller was working the local control position in a slow traffic period. The controller

cleared a commuter for take-off and taxied a USA jet into position and hold. After

transferring the commuter to departure radar, he propped his feet up on the counter and

relaxed into his chair waiting for the appropriate separation before he could clear the jet

for departure. Wkhin approximately 30-40 seconds, he had fallen asleep in his chair. The
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aircrafton the runwaycheckedin againand this woke the controller up. No incident

occurred. The controller works a full-time job after this normal controller job. He was

not only mentally fatigued but probably physically fatigued.

15. It was a busy arrival and departure session at Los Angeles tower controller or local control

for about 2 hours. All intersections between runways were occupied. The controller

departed two aircraft and crossed three aircraft that were holding between the runways. A

United pilot, still holding between the runway, started to gripe and complain about

holding too long. The controller advised the pilot to hold and returned to his duties. Alter

the next departures, the controller crossed the United and 2 other aircraft. A second USA

aircraft, with similar call sign as United, started to cross. The controller was busy getting

ready to depart an aircraft and noticed USA crossing the runway. He cancelled the

departure clearance with no incident. The controller was on position too long during a

busy session and was mentally tired. Too many tasks and duties.

16. We departed Dulles airport on a transcontinental flight to Los Angeles in the early

atternoon. We sat for 4 hours at the Los Angeles flight operations (as scheduled) then

flew on to Denver arriving about midnight (2 am to our bodies). On descent, we failed to

press the buttons on our flight management computer to activate and confirm the approach

mode. This was probably due to fatigue. Our runway assignment was changed at the last

minute due to shifting winds. When we selected computer managed speed (normal

procedure) with gear and flaps down, the power immediately went to full throttle and the

aircratt almost oversped its flaps. We disconnected the autothrottle and manually flew the

approach (a bit sloppily, because we weren't expecting this). We tried twice more to
reconnect the autothrottle with the same result. It wasn't until we landed that we realized

what mistake we had made. Our checklist usage was ineffective; we should have caught

our mistake during the approach check. The automation of the Airbus A-320 will

normally sequence into the approach mode by itself but not if the runway is changed at the

last minute. Our systems knowledge, which is normally good, was weak that night due to

fatigue. It should not have taken us 3 tries to figure out what step we had missed. Our

manual flying technique was rusty since we use the autopilot so much and rarely do we

find ourselves in a slam-dunk runway change, lose-altitude-immediately situation. This is

an example of ineffective behavior. Since the weather was clear (the only problem was

strong gusty winds), we did not compromise safety. However, the margin would have

been much thinner in instrumental flight rule conditions. (COMPLACENCY)

Mind Wandering

. With all of the automation in place, it is easy to let your mind wander. I climbed out and

remembered passing through 15,000. The next time I remembered looking at the EFIS

screens we were at 25,000 and had leveled off and intercepted (turned) our course. It can

be a boring (but well paid) job. The legs can be repetitive. Same routes, same call-outs,

and everything is predictable. You just start thinking about other more exciting things. I

usually try and counter this. After takeoff, I hand fly - this forces me to stay in the loop

and pay attention to matters at hand. Once in cruise, I will turn on the automation and sit

back. Often, technology has been added to the cockpit to improve things but it only

creates new problems.

31



. I was a MD-80 first officer flying somewhere to somewhere (too long ago to remember).

The captain was flying and was well behind seemingly everything. I had flown with this

captain several times and he had always been very sharp in controlling the aircraft but

today not so! He had to be reminded of required altitudes, turns, calls to the flight

attendants, etc. At one point I even asked if he was ok. He said yes and we pressed on.

Nothing adverse occurred but the potential was there. After the flight, he remarked that

one of his children had become seriously ill and his father had been diagnosed with

cancer. Obviously his mind was not where it should have been and this ineffective

behavior degraded overall performance.

. We were on the last leg of a 5-leg day. We were going into Madison, WI for the night. It

had been a long day but a painless one and we were going to be there for 30 hours. It was

mid-December and I had not started my Christmas shopping yet. I was thinking that in a

college town I would be able to find some of the CDs my teenagers were looking for. We

were on final approach for runway 24 and cleared for landing. It was about 22:30 local

time and the airport was nearly deserted. As we came over the threshold to land (the

captain was the pilot flying), both the copilot and I saw 21 on the runway and yelled to go

around the wrong runway. We executed a go-around and came back to a safe landing on
24. When we asked the tower controller if he had noticed us he stated that he had but

wasn't concerned since we were the only aircraft in the pattern. None of us caught that

the final approach heading (even though a short visual one) was wrong. I didn't because

of mind wandering. Last minute cross-checks kept us from potentially landing on an

unsuitable runway. (PERFORMANCE BLOCK)

. We were on a cross-country flight from Dulles airport to Seattle, WA. We crossed snowy

intersection at 12,000' as assigned, but missed a radio call to us telling us to continue

down to 7,000'. (The transmission was apparently blocked.) When we got the descent, it

was quite late. We subsequently were cleared lower (to 4,000' then 3,000'), but we were

still high. We should have really hustled down out of 7,000' but didn't. The controller

delayed our approach clearance because there was another aircraft landing on a parallel

runway and we didn't have it in sight. Both pilots in our aircraft were looking for the

other guy, even the pilot flying, who should have been watching the altitude and realizing

how tight our situation was becoming. We were cleared for the visual approach at the

instrument final approach fix. When we looked at the runway, we both finally realized we

were way too high. The pilot flying called for the next flap setting, but we were too fast to

lower more flaps so we decided to go around. The basic ineffective act here was the pilot

flying allowed himself to be distracted looking for the other aircraft - that should have

been the responsibility of the pilot not flying. The pilot flying would easily have been

able to make the approach if he had aggressively managed his altitude. Crew coordination

was poor in that the pilot not flying should have backed him up and alerted him to the

excess altitude. Crew coordination was good at one point when the pilot not flying

realized we were too fast to lower more flaps, despite the other pilot's direction to do so.

This was an example of ineffective behavior. The weather was clear and the missed

approach was flown safely. However, things would have been worse with a low fuel state

and an alternate airport involved.

5. Controller A was training Controller B. Controller A was not really paying attention and

was talking with other controllers in the room. The trainee got busy and could no longer
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handle the traffic load. Three facilities were holding traffic. Instead of the trainer taking

over, the trainee had to get his attention. Controller A took over and controlled the
situation but a few close calls resulted from his inattention.

. Controller A was working the high sector. Controller B was working the sector below

Controller A. The aircraft departed the low sector climbing to 7,000 feet. Controller B

was trying to work out a shift swap and was not paying attention to the task at hand.

Controller A climbed the departure even though he had traffic at 8,000. Controller B

heard the clearance and advised Controller A to stop the climb. Controller A was more

concerned about the shift swap then working traffic.

. While working the morning shift at Los Angeles approach and feeling under the weather, I

decided to ask for sick leave. Due to constant staffing problems, I was told to hang in

there for another hour and then I could go home. During the second hour after my

request, I was working the departure radar handoff position. I was feeling worse by now

and was also mad that I wasn't allowed to go home. There was an unplanned go-around

called down to me from the tower, along with the tower assigned aircraft's heading. I

relayed to the departure controller the aircraft information but not the aircraft's heading.

The departure controller turned the previous departure out of the way of the go-around to

ensure separation. The problem occurred when the heading he turned this departure was

the same heading given to the go-around and the aircrafts got way too close to each other.

° Controller A relieved Controller B with a complete briefing. Aircraft X was on a 4-mile

final and Aircraft Y was in position on the runway for departure awaiting previous arrival

to exit the runway. All of these conditions were active during the briefing. Controller A

assumed the position and started to review his pay statement. He realized the critical

situation when Aircraft Y reminded him that he was on the runway ready for departure.

Aircraft X was on a short final and had to be sent around. Controller A was not totally

into the relief briefing and was more concerned about other matters.

. While working the midnight shift at LGB tower, I taxied out of BE-76 for a visual flight

rule flight following down the coastline. After the aircraft was airborne and headed south,

I went back to filling out the nighttime paperwork. Several minutes after take-offI

received a call from the pilot asking who the traffic was that narrowly passed off his left.

Realizing that I had completely forgotten to provide advisories to this aircraft, I looked up

at the tower radar display and there was in fact another aircraft headed up the coastline at

the BE-76's altitude. I apologized for my inattention and let the paperwork wait until I

had safely handed the aircraft otTto the next controller. This incident occurred early in

my career and scared me with the "what if' s" so much so that it has never happened again.

10. During the last day of a 4-day trip, the captain I was flying with became ill during the first

leg of 3. The subsequent scramble to get a replacement pilot took 3 hours and threw the

day into a complete thrash, but overall it was no big deal, just 2 more legs to Chicago. I'd

done it a million times and the weather was fine. The new captain was a bit behind the

power curve after being called at home. He was new on the airplane and asked me to fly

the first leg so he could catch up. No problem. That leg was uneventful and though we

were late, we turned the aircraft quickly in San Francisco and were on our way to Chicago

with the captain flying. Yes he was new but he was qualified and we were only going to

33



Chicago. My mind was on my upcoming days off, what jobs I had to get done at home,

and what activities my kids had going on, etc. We began our descent into the Chicago

area. It was clear weather and light traffic. As usual, Chicago approach wanted us to

keep our speed up, so we did - no problem. We were cleared to continue our descent

from 14,000' to 7,000'. I happened to come out of my haze at 10,300' with 320 knots in

time to tell the captain to slow down prior to 10,000'. We made it with no violation, but it

was close. We were both inattentive and complacent but primarily myself as the pilot not

flying, was bored and inattentive. A last minute save prevented a real problem.

11. The controller had just finished a busy 15 session and had performed admirably. As the

traffic died down, he sort of mentally kicked back and started to think of other things.

During the busy portion, he had released 2 aircraft offa satellite airport and maneuvered

traffic around to protect the departure course. Now with it slow, he released 1 aircraft off

the satellite airport and descended the only other aircraft he was working through the

departure corridor. The other aircraft departed and separation was lost.

12. A controller was working ground control during a slow period. The controller was on

position for about 1½ hours. The positions were being combined. The controller was

reading and waiting for relief A Mexicana 727 called for taxi instructions. He taxied the

aircraft to runway 25R and started questioning the supervisor about his relief The

Mexicana taxied out of the terminal onto the active runway. The local controller noticed

the Mexicana on the runway and advised the ground controller. The ground controller

was preoccupied about his relief

Compla¢.ency

. We routinely get GPWS/ground proximity warnings while fly into CRW/AUP/ROA.

During the day, we usually confirm our altitudes, VASI, and radar altimeter. At night, we

do the same. The problem is that these warnings are becoming increasingly ignored while

IMC if they are happening at about the same location. This could be a problem in the

future. It means that these warnings are meaning less and less to crews because of their

accuracy. The crews are becoming complacent and almost ignoring these perceived

nuisance warnings. The official answer from the training department is that pilot action

would never be like that, but the guidelines are being made by guys who don't fly much or

enough. The potential is there for big problems.

. I was flying as a MD-80 first officer from Dallas Fort Worth to DCA. The captain was

flying as we approached DCA. The weather was lousy (less than 500') and we planned

the ICS to runway 1, which being DCA-based, we had flown many times. As usual for

DCA, traffic inbound and outbound was heavy so air traffic control was doing some

creative vectoring in order to put spacing between arriving aircratts in order to allow a

departure in between. In our case, we were given an intercept heading for the ICS that put

us just inside the outer marker. No problems, we knew the layout, obstacles, etc.

However there was one problem, we got glide slope intercept prior to localizer intercept

and the autopilot started descending us. Now we were in a position where we didn't really
have obstacle clearance and the DCA restricted area to our north. We abandoned the

approach and went back around and set up a longer approach. Although the air traffic

controller used a poor heading that got us into this fix, our complacency resulted in poor
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behavior and degraded performance.

It was an early morning departure for a short flight from Albuquerque to Denver. It was

the copilot's leg. I've been into Denver a thousand times. It is always a very controlled

airport entry with plenty of time to get set up for the approach, even if the weather is bad.

This day the weather was marginal, visual flight rules, and Denver was landing to the

south. We were approaching the airport from the south over the mountains. Everything

was set up for a landing on runway 16 and both pilots were "fat, dumb, and happy."

Nearly abeam, the controller issued a new clearance to runway 7. We were at 14,000' and

suddenly being turned onto a 12 mile final approach. We were not slowed, not

configured, and not ready. The subsequent approach was gross, never really stabilized,

never on profile, and significantly high and fast, resulting in a long fast landing. The end

result was satisfactory, not unsafe, but totally sloppy and an embarrassment to both pilots.

We should have been ready and/or asked for additional time/vectors to get ready if we

weren't. Given the situation we ultimately found ourselves in, we should have gone

around and set ourselves up for a proper approach. It was all preventable if we had not

been so complacent.

The first leg of our trip was on Sunday morning flying from Chicago to Raleigh with

visual flight rules. The captain was flying. It was uneventful throughout until we were

southbound abeam the field for a landing to the north. The controller asked if we could

make a short visual final and remain high as long as possible for noise abatement. No

sweat, in a 727 if you can see it, you can land on it. We turned a high short final,

configured and pointed at the runway - very steep. Finally about one mile out, the captain

gave up and went around. No big deal at all to do, but not commonly done (gas, time,

looks bad, etc.). He automatically assumed that he could hack it. It was a great decision

to go around, but it could have been prevented by better planning or by asking other
crewmembers for advice.

We were on an international flight to Mexico City. On arrival, we were given an intercept

heading for the VOR/DME approach to the southwest. Our navigation equipment on the

Airbus A-320 showed that we were on course to intercept final and then it directed a turn

to the final approach course. We had not yet shifted to the raw data display. Shortly after

we rolled out on final, though still well outside the final approach fix, the controller asked

us if we were receiving the VOR. We said yes and immediately called up raw data. We

realized that we were several degrees lett of our course. We immediately corrected and

flew an uneventful approach. We realized that we had experienced map shift, which is

fairly common outside the US. The arrival information warned us of this possibility and

the captain (who was the pilot flying) had briefed us that he would display raw data for the

arrival but he had forgotten. In the airbus, we rarely fly outside the US so we basically

never see map shift. We allowed our complacency and trust of the equipment to get the

better of us this time. Although the in-flight briefing prior to the approach and the

availability of map shift warnings in our paperwork were excellent aids, they don't mean a

thing if you don't do what you are briefed to do.

We were on a southwest operation at Norfolk. The arrival controller was not working

many aircrafts throughout the session. The controller had 2 aircrafts straight-in and our

aircraft was on a modified base. The weather at the airport was good visual flight rules
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andwasshootingvisualapproaches.Theaircraftonbasereportedthat theairport was in

sight, but was told to follow traffic on a straight-in. The pilot was above the traffic that

they were following and continued on the base over the traffic. At that time, the base

aircraft turned away from the airport to start a descent. The controller thought that he

would turn in right behind the straight-in. When he didn't, the second straight-in was

headed right at him. The controlled didn't take positive action to turn the aircraft.

, The controller was working a feeder position. Aircraft # 1 was a BE-90 eastbound at

15,000 feet. Aircraft #2 was a F-15 southeast descending from 19,000 to 13,000. The

aircraft were on converging courses with about 20 miles apart. This scenario is routine

and normally would not be a problem however, the controller accepted a handoff on

Aircraft #2 without restricting his descent to 16,000. The #2 aircraft never checked in

with the controller and descended through Aircraft #1. After reviewing the situation, the

controller admitted he was complacent and thought he could work out the problem.

. On 2 separate occasions while working the arrival radar position at Norfolk, I have had

pilots in good visual flight rules weather report Norfolk in sight. After clearing these

aircraft for a visual approach to Norfolk and switching them to the control tower, I quit

paying attention to the aircraft's flight path. Both of these aircraft entered the flight

pattern at Navy Oceana and very nearly landed there. Trusting the pilot in these situations

can be hazardous even if they sound like they know what they're doing. You should

always monitor the aircraft's flight path to ensure compliance with any given instruction.

, I cleared an aircraft for take-off on one runway with another aircraft cleared to land on a

4-mile final to a crossing runway. I continued working the aircraft on another runway and

in the air. I scanned the area and noticed the aircraft to depart had not started his

departure roll. I advised him to expedite his departure for traffic landing the cruising

runway. I advised the landing aircraft and eventually the departing aircrat_ rolled and

went through the intersection with the landing aircraft less than a mile on final. This was

causedby counting on elements of the system to work as planned (i.e., aircraft to depart)

when cleared for take-off.without delaying or advising.

10. I was working a traffic helicopter along the interstate, which crossed about ½ mile left-to-

right of the 3 parallel runways. It was a busy time of morning for the inbound/outbound

rush. We usually cross helicopter and smaller aircraft mid field when transitioning across

the field east-to-west. Since there was a gap in the inbound traffic, I obliged the traffic

helicopter's request to follow the freeway through. I continued to work my traffic for

departure and inbounds further out. I turned when the helicopter remarked about a traffic

accident that had just happened below him. Instead of flying straight through the

approach corridor, the helicopter had begun to orbit the accident site. I advised the

helicopter that there were aircraft approaching his position on final and that he needed to

continue eastbound so as not to cause a conflict. My belief in the helicopter continuing

eastbound let me relax to the point where him stopping in position had caused problems.

11. It was an early morning operation in the tower during a slow traffic period. The day shift

crew had just relieved the midnight shit't crew. The controller was working the local

control position. After approximately 30 minutes on position without any traffic, a DC-10

checked in for landing approximately 15-18 miles our final. The controller cleared the
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DC-10to landandbegantalkingto hisbuddiesworkingattheotherpositions. A B-747
checkedin for departurewith departuretimes(flow control). He positionedtheB-747on
therunwaywaiting for theappropriatetimeto releasehim. TheDC-10 landedabovethe
B-747 on therunway. Thecontrollerwascomplacentbecauseit wasslowandhe forgot
the landingtraffic.

12.Both pilots hadcommutedto Chicagofor workafterseveraldaysoff. Both pilots hadnot
hadmuchrestduringtheir daysoffdue to familyactivities. The trip departedat 13:00to
Orlandoandwasuneventful.There was a 2½ hour sit in Orlando prior to the second leg

to Los Angeles during which time both pilots began to show signs of fatigue. The 2 ½

hours turned into 3% hours due to a delayed aircraft arrival. The flight took off for the 5½

hour Los Angeles leg into expected good weather. Atter leveling off, both pilots settled

into a long-range cruise mentality, thinking about how soon they would arrive and be able

to go to bed. About 1½ hours into the leg, a few radio calls alerted the crew about

possible weather activity ahead. This was unexpected and the weather radar was off. By

the time the radar was turned on, analyzed, and information processed, it was necessary to

initiate an immediate course correction, altitude change, and reassessment of the

corrective action. The next 45 minutes involved numerous heading changes and taking

the aircratt well off the original planned route. Radar and company communication was

used in conjunction with air traffic control to avoid severe weather, but the ride was not

too smooth. The end result was no damage and no injuries, but fatigue combined with a

good weather mindset resulted in a late reaction to an avoidable problem. Subsequent

performance was good, butif all of the information was available earlier it could have

prevented a last minute task saturated environment. (FATIGUE)

A controller was working radar departure control in light traffic (positions are combined).

The departure aircra_ checked in. The controller climbed and turned the aircratt toward

the departure fix and attempted to handoffthe aircrat_ to the center. The aircrai_ was slow

and the computer tag had been intermittent so the handoffdid not occur. The controller

forgot about the aircrat_ when the traffic picked up. The aircrai_ climbed and departed the

controller's airspace into the center's airspace without proper coordination. The center

called to query about the target. No incident occurred. The controller was initially

complacent and did not assure a proper handoff.
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APPENDIXC: ANCILLARY CRITICAL INCIDENTS

Forgetting

. Recently, I forgot to run the taxi checklist prior to take-off and the captain never caught

this. Of the 15 or so items on the list only 2-3 can really have killer consequences. As I

rotated, the aircraft seemed very heavy. The captain said trim! I looked down and it was

set for a weight and CG for our last flight. I compensated smoothly while using two

hands. This was a huge mistake (could possibly kill you)T Several things were out of

place. The weather conditions were poor and we got to discussing what followed some

unusual taxi instructions. Next, we started discussing the captain's previous approach into

the airport. I forgot the whole thing!

, We were pushing back in Boston in a B-757. The captain appeared very rushed and in a

hurry to get going. After a normal start sequence he instructed me to call for taxi. I asked

him why now and he said just get it. I read back taxi instructions as he pushed up power.

I said to stop as did the tower because the crew were still hooked up to the aircraft.

. We were on an international flight to Mexico City. On arrival, we were given an intercept

heading for the VOR/DME approach to the southwest. Our navigation equipment on the

Airbus A-320 showed that we were on course to intercept final and then it directed a turn

to the final approach course. We had not yet shifted to the raw data display. Shortly after

we rolled out on final, though still well outside the final approach fix, the controller asked

us if we were receiving the VOR. We said yes and immediately called up raw data. We

realized that we were several degrees left of our course. We immediately corrected and

flew an uneventful approach. We realized that we had experienced map shift, which is

fairly common outside the US. The arrival information warned us of this possibility and

the captain (who was the pilot flying) had briefed us that he would display raw data for the

arrival but he had forgotten. In the airbus, we rarely fly outside the US so we basically

never see map shift. We allowed our complacency and trust of the equipment to get the

better of us this time. Although the in-flight briefing prior to the approach and the

availability of map shift warnings in our paperwork were excellent aids, they don't mean a

thing if you don't do what you are briefed to do.

. The D-Brite was out of service. The tower local controller failed to pass on this

information to his relief. The approach controller forgot the D-Brite was out of service.

Approach cleared 3 aircraft for approach to different runways and switched them to the
tower. The new local controller cleared all 3 aircraft to land based on the false

information. All 3 aircraft went around and barely missed each other. The first local

controller was complacent with the relief briefing which was "routine not much going on"

and upon receiving the information continued with a normal flow to the tower.

. A controller was working radar departure control in light traffic (positions are combined).

The departure aircraft checked in. The controller climbed and turned the aircraft toward

the departure fix and attempted to handoffthe aircraft to the center. The aircraft was slow

and the computer tag had been intermittent so the handoffdid not occur. The controller

forgot about the aircraft when the traffic picked up. The aircraft climbed and departed the
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controller's airspace into the center's airspace without proper coordination. The center

called to query about the target. No incident occurred. The controller was initially

complacent and did not assure a proper handoff.

Task Overload

I. I was flying as a MD-80 first officer enl-oute to Dallas Fort Worth. The air traffic

controller cleared us to FL 330. We acknowledged the altitude and started the climb.

Several thousand feet later, the controller asked us to check our altitude. We told him and

he said we were only cleared to FL 290. After further review (i.e., tapes, etc.) we were

shown to be correct. As it turned out, the controller was working two frequencies and had

incorrectly given us FL 330 versus another aircraft. No adverse results in this instance but

obviously the controller was over-tasked and had ineffective performance.

. The controller was busy and requested assistance. Everything was then running smooth

but continued to be busy. A DI-I-8 departed northeast bound and began complaining about

his altitude request and the altitude he received. As the assistant was busy changing the

DH-8's altitude in the FD-10, the controller began to lose focus and a handle on the

position. To quiet the DI-I-8 pilot, the controller climbed him through the altitude of an

inbound C-9. The controller never noticed the incident while trying to recover the

position to a smooth operation.

. The controller was working a moderate to heavy load of traffic. Flights of F-15's were

departing and recovering to the Air Force Base. A heavy C-5 came inbound and was too

high for descent to the Air Force Base. Because of the slow descent profile of the C-5, the

controller issued a spiral descent to 10,000 from 28,000. As the C-5 got comfortable with

the pattern, the descent rate increased. The controller was too busy to watch and didn't

pick up on it. A flight of F-15's outbound and headed for the C-5 were climbed to 15,000.

When they were 5 miles apart, the controller realized the C-5 was descending through

15,700. The F-15's were descended to 14,000 and the C-5 stopped at 15,000. This could

have been avoided with better preparation and issuance of paper stops, which are

extremely useful during busy periods.

. The final controller was working several aircraft into Norfolk. The controller was busy

with landline coordination and establishing speed control on the aircraft. There was a 6-7

mile gap between Aircraft #4 and #6. The controller tried to put Aircraft #5 in between
the #4 and #6 aircraft. However, due to task saturation, the controller was late in turning

Aircraft #5 on his base leg. The late turn resulted with Aircraft #5 and #6 losing standard

separation. The controller was not effective in his timing and projection of flight paths.

The incident required the controller to break out both aircraft for resequencing thus

compounding the situation.

, The controller worked in the office and didn't think he would work the floor that day. He

had a restless night and was fighting a cold. There were a few sick leaves that day so the

controller was called to the floor and assigned the arrival position. The position was busy

and the controller was behind the whole session. Traffic calls were missed and frequency

changes were late. A MD-80 was still on approach frequency when he approached the

runway and had to go around. The MD-80 had to be vectored immediately to avoid
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departingslowertraffic ahead.

. The work schedule that we had at the time was 3 nights and days. If you had the

midnight, you worked 3 nights, 1 day, and a mid - working a 2 to 10 night shift and then

coming back the next morning at 6:00. After getting offwork at 2:00 pm, I had to return

at 10:00 pm for the mid. I was working the last rush of the day after very little sleep

between the 3 shifts. After taking several handoffs, I got behind very fast. I forgot the

turn-ons and frequency changes. Luckily, the traffic died and I didn't have much traffic
for the rest of the shift.

. The controller was working a high altitude sector. The weather was instrumental flight

rules at EWR and La Guardia. The sector was holding aircraft for both airports. Staffing

of the area was low and air traffic controllers were spending almost 2 hours on position.

The controller had been extremely busy, rerouting aircraft, coordinating alternate routes,

and updating expect further clearance times. Almost all of the holding altitudes were

being used. The controller had gotten rid of a few aircraft so he accepted two more.

Holding instructions were issued to the new aircraft. Then, the controller realized he had

put two aircratt at the same altitude. He immediately issued a descent to Aircraft #1 and

turned both aircrafts. Separation was lost. In discussing the event with the controller, he
stated he was exhausted and needed a break.

Underprepared

. Both pilots had commuted to Chicago for work after several days off. Both pilots had not

had much rest during their days offdue to family activities. The trip departed at 13:00 to

Orlando and was uneventful. There was a 2% hour sit in Orlando prior to the second leg

to Los Angeles during which time both pilots began to show signs of fatigue. The 2 ½

hours turned into 3½ hours due to a delayed aircraft arrival. The flight took off for the 5½

hour Los Angeles leg into expected good weather. After leveling off, both pilots settled

into a long-range cruise mentality, thinking about how soon they would arrive and be able

to go to bed. About 1½ hours into the leg, a few radio calls alerted the crew about

possible weather activity ahead. This was unexpected and the weather radar was off. By

the time the radar was turned on, analyzed, and information processed, it was necessary to

initiate an immediate course correction, altitude change, and reassessment of the

corrective action. The next 45 minutes involved numerous heading changes and taking

the aircraft well off the original planned route. Radar and company communication was

used in conjunction with air traffic control to avoid severe weather, but the ride was not

too smooth. The end result was no damage and no injuries, but fatigue combined with a

good weather mindset resulted in a late reaction to an avoidable problem. Subsequent

performance was good, but if all of the information was available earlier it could have

prevented a last minute task saturated environment.

. This is a story of anticipated mental fatigue where effective techniques meant that nothing

happened. We were scheduled in an Airbus A-320 to fly from Vancouver to San

Francisco, lay over for about 3 hours, then fly on to Dulles International (landing after

midnight). Total duty day with briefing time was about 12 hours. Vancouver's weather

was good but there were scattered thunderstorms for San Francisco and heavy

thunderstorms (with a good chance of a divert) for Washington. The first leg was
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uneventful, except that we planned ahead and arranged to land on the one runway certified

for automatic landings, in case we needed to use it in Washington. The captain spent a

good deal of time on the layover studying the weather and concluded with the dispatcher

that Syracuse, NY was the closest alternate. The aircraft was full of passengers and cargo

so we couldn't add any gas; fuel would be tight. Enroute to Washington, we kept

updating our weather information with dispatch through our onboard computer and we

were able to change our alternate to Pittsburgh, saving about 1,000 lbs of gas to allow

more holding time if needed. On arrival, Dulles approach tried to assign us a non-

autoland runway, but with low ceilings, reduced visibility, mental fatigue, and wet

runways we insisted on the autoland runway. We also briefed a normal and an autoland

approach. Except for the ceiling being lower than anticipated, everything was as expected

and we made a normal landing. It was extremely effective to plan ahead and prepare for

automated assistance to compensate for fatigue. We also kept alert by talking to each

other and to dispatch. The weather radar was a superb tool upon arrival. And yes,

Starbucks coffee helped too. This was an example of many effective behaviors that

helped our performance.

We were departing Washington National Airportto the north, as we had done many times.

It was a very early takeoff(6:30 am) and I had a long drive (3 hours) so I had left my

house at 2:30 am. It was a standard short flight to Chicago, just a low deck of clouds at

Washington, then clear, so our prebriefing was short. Just before takeoff, the captain

asked me to dial his headings on departure so that the flight director would give him

guidance to fly the departure by hand. I said ok without thinking ahead to what that

would mean. After gear retraction, he asked for heading select and I set him up for a

runway heading. He said no, set me up for the departure. I then dialed in a small let_ turn,

heading 320 ° to intercept the 328 ° radial. At that point, he selected autopilot on and dialed

in a heading of 300 °, which was what was needed to make the tight left turn to avoid

flying over the white house which is a real no-no. Once established on the 328 ° radial, he

switched off the autopilot and returned to hand flying. The rest of the flight was

uneventful. My ineffective behavior was that I failed to plan ahead and review exactly

what my duties on an instrumental flight rule departure from National Airport would be.

In good weather, the pilot flying simply turns left up the river visually, an easy thing to

do. So I had not figured out what heading he would need. The captain's effective

behavior was in figuring out he was getting no help from me and in turning on the

autopilot so he could more easily ensure we avoided the white house prohibited area while

staying on our climb profile (which is also very restrictive out of Washington National).

This was an example of effective behavior on the captain's part, but ineffective support by

the first officer.

The first leg of our trip was on Sunday morning flying from Chicago to Raleigh with

visual flight rules. The captain was flying. It was uneventful throughout until we were

southbound abeam the field for a landing to the north. The controller asked if we could

make a short visual final and remain high as long as possible for noise abatement. No

sweat, in a 727 if you can see it, you can land on it. We turned a high short final,

configured and pointed at the runway - very steep. Finally about one mile out, the captain

gave up and went around. No big deal at all to do, but not commonly done (gas, time,

looks bad, etc.). He automatically assumed that he could hack it. It was a great decision

to go around, but it could have been prevented by better planning or by asking other
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crewmembersfor advice.

Preoccupied

, While working the midnight shift at LGB tower, I taxied out of BE-76 for a visual flight

rule flight following down the coastline. After the aircraft was airborne and headed south,

I went back to filling out the nighttime paperwork. Several minutes after take-offI

received a call from the pilot asking who the traffic was that narrowly passed off his left.

Realizing that I had completely forgotten to provide advisories to this aircraft, I looked up

at the tower radar display and there was in fact another aircraft headed up the coastline at

the BE-76's altitude. I apologized for my inattention and let the paperwork wait until I

had safely handed the aircraft offto the next controller. This incident occurred early in

my career and scared me with the "what if' s" so much so that it has never happened again.

. The day shift crew had just relieved the midnight crew. The day shift crew was short on

personnel. The oncoming supervisor relieved the local controller. Runway 25R was

closed because some men were finishing up some work on the runway. The supervisor

was trying to accomplish some of her duties as the supervisor (i.e., making phone calls

and some paper work). An aircraft called for departure. She cleared the aircraft for

departure on runway 25R with the men and equipment still on the runway (luckily on the

departure end). The supervisor was trying to accomplish too many duties and tasks. She

did not properly scan her runway and because the men and equipment were at the end of

the runway it was difficult for her or the aircraft to see.

. This story happened to another crew, I only heard about it. This crew flew the exact same

6 ½ flight hour (13 hour workday) trip day after day, month after month. It lett IAD and

went up the east coast to Worchester, MA. They were over it Y The crew was on an

assigned heading and was told to intercept a radial on an airway. They flew 6 miles

offshore over the Atlantic (about 1-1½ minutes) before air traffic control asked them

where they were going. Both guys had to put down their newspapers and look up to see.

This crew was ineffective and complacent. Varying the routes would help this situation.

. I was a MD-80 first officer flying from San Francisco to Dallas Fort Worth and recovering

on an arrival profile that I had flow many, many times. Additionally, I was flying with a

very experienced captain, who was probably also bored. The result was a lack of attention

and the initiation of a very late descent preventing us from making a published altitude
restriction. We realized this well into the descent and embarrassingly told the approach

controllers of our problem. Luckily it was somewhat of a slow day. There was no

conflicting traffic so the controller was able to delete the restriction. Obviously, our
boredom could have resulted in a serious problem and degraded performance.

. During the last day of a 4-day trip, the captain I was flying with became ill during the first

leg of 3. The subsequent scramble to get a replacement pilot took 3 hours and threw the

day into a complete thrash, but overall it was no big deal, just 2 more legs to Chicago. I'd
done it a million times and the weather was fine. The new captain was a bit behind the

power curve after being called at home. He was new on the airplane and asked me to fly

the first leg so he could catch up. No problem. That leg was uneventful and though we

were late, we turned the aircraft quickly in San Francisco and were on our way to Chicago
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with the captain flying. Yes he was new but he was qualified and we were only going to

Chicago. My mind was on my upcoming days off, what jobs I had to get done at home,

and what activities my kids had going on, etc. We began our descent into the Chicago

area. It was clear weather and light traffic. As usual, Chicago approach wanted us to

keep our speed up, so we did - no problem. We were cleared to continue our descent

from 14,000' to 7,000'. I happened to come out of my haze at 10,300' with 320 knots in

time to tell the captain to slow down prior to 10,000'. We made it with no violation, but it

was close. We were both inattentive and complacent but primarily myself as the pilot not

flying, was bored and inattentive. A last minute save prevented a real problem.

We were holding aircraft for the Detroit Airport because we were below minimums and

all aircrafts wanted to stay at higher altitudes. All aircrafts were in holding patterns and

we didn't have much to do. We became bored and started talking to other controllers in

the room. After about 20 minutes, a Zawtop L-188 asked if he should turn north. The

controller looked at the radar and didn't see this aircraft on the scope. The aircraft was

asked his position and he stated 60 miles south of Toledo. The controller then advised the

aircraft to fly 360 ° and waited until he came back on the radar. All aircrafts were in

holding, but this aircraft never acknowledged the instructions to hold. Instead of

monitoring the position, the controller started talking to other people and had his back
turned to the radar.

We were on a cross-country flight from Dulles airport to Seattle, WA. We crossed snowy

intersection at 12,000' as assigned, but missed a radio call to us telling us to continue

down to 7,000'. (The transmission was apparently blocked.) When we got the descent, it

was quite late. We subsequently were cleared lower (to 4,000' then 3,000'), but we were

still high. We should have really hustled down out of 7,000' but didn't. The controller

delayed our approach clearance because there was another aircrat_ landing on a parallel

runway and we didn't have it in sight. Both pilots in our aircraft were looking for the

other guy, even the pilot flying, who should have been watching the altitude and realizing

how tight our situation was becoming. We were cleared for the visual approach at the

instrument final approach fix. When we looked at the runway, we both finally realized we

were way too high. The pilot flying called for the next flap setting, but we were too fast to

lower more flaps so we decided to go around. The basic ineffective act here was the pilot

flying allowed himself to be distracted looking for the other aircraft -that should have

been the responsibility of the pilot not flying. The pilot flying would easily have been

able to make the approach if he had aggressively managed his altitude. Crew coordination

was poor in that the pilot not flying should have backed him up and alerted him to the

excess altitude. Crew coordination was good at one point when the pilot not flying

realized we were too fast to lower more flaps, despite the other pilot's direction to do so.

This was an example of ineffective behavior. The weather was clear and the missed

approach was flown safely. However, things would have been worse with a low fuel state

and an alternate airport involved.

Controller A was training Controller B. Controller A was not really paying attention and

was talking with other controllers in the room. The trainee got busy and could no longer

handle the traffic load. Three facilities were holding traffic. Instead of the trainer taking

over, the trainee had to get his attention. Controller A took over and controlled the
situation but a few close calls resulted from his inattention.
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. Controller A was working the high sector. Controller B was working the sector below

Controller A. The aircrat_ departed the low sector climbing to 7,000 feet. Controller B

was trying to work out a shit_ swap and was not paying attention to the task at hand.

Controller A climbed the departure even though he had traffic at 8,000. Controller B

heard the clearance and advised Controller A to stop the climb. Controller A was more

concerned about the shift swap then working trail%.

10. While working the morning shit_ at Los Angeles approach and feeling under the weather, I

decided to ask for sick leave. Due to constant staffing problems, I was told to hang in

there for another hour and then I could go home. During the second hour after my

request, I was working the departure radar handoff position. I was feeling worse by now

and was also mad that I wasn't allowed to go home. There was an unplanned go-around

called down to me from the tower, along with the tower assigned aircraft's heading. I

relayed to the departure controller the aircraft information but not the aircraft's heading.

The departure controller turned the previous departure out of the way of the go-around to

ensure separation. The problem occurred when the heading he turned this departure was

the same heading given to the go-around and the aircrafts got way too close to each other.

11. A vehicle was cleared onto the runway for a runway check. Shortly afterwards the local

controller, who was not paying attention, cleared an aircraft for take-off. Another

controller advised the local controller of the vehicle on the runway but it was too late to

stop the aircrait and the vehicle ended up taking ex?asive action.

12. Controller A relieved Controller B with a complete briefing. Aircraft X was on a 4-mile

final and Aircraft Y was in position on the runway for departure awaiting previous arrival

to exit the runway. All of these conditions were active during the briefing. Controller A

assumed the position and started to review his pay statement. He realized the critical

situation when Aircraft Y reminded him that he was on the runway ready for departure.

Aircraft X was on a short final and had to be sent around. Controller A was not totally

into the relief briefing and was more concerned about other matters.
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APPENDIX D: SURVEY

Acceptability of Awareness Measures

Please answer all questions to provide accurate information. Questions require that you

enter a numerical value or check an alternative.

I. BACKGROUND INFORMATION

Write your age:

Indicate your sex:
Male

Female

Indicate your ethnicity:
American Indian or Alaskan Native

Asian or Pacific Islander

__ Black (Not of Hispanic origin)

__ Hispanic

__ White (Not of Hispanic origin)

Experience in your present position?

__ less than 1 year

1-2 years

__ 2-4 years

5-9 years

__ 10-14 years

__ 15-19 years

__ 20-24 years

__ 25 or more years

Total experience in this and similar positions?

__ less than 1 year

1-2 years

2-4 years

__ 5-9 years

__ 10-14 years

__ 15-19 years

__ 20-24 years

__ 25 or more years

45



II. HAZARDOUS STATES OF AWARENESS

The survey examines Hazardous States of Awareness (HSAs). HSAs are natural human

processes that occur frequently in everyday life. Most people have experienced an HSA while

driving their car. For example, a driver may be stopped at a signal light, thinking about a

planned vacation, and fail to notice that the signal light has changed. This HSA is called

"mind wandering." Of course, the driver is likely made aware of the signal light change by

honking cars. HSAs are often merely minor annoyances; there is little about them that is

hazardous. However in complex systems, they can result in dangerous and deadly outcomes.

Some HSAs that can occur include:

Boredom: Having to continue performing an uninteresting task.

Complacency: Unwarranted trust that the equipment or system is operating properly.

Mental Fatigue: Perceived tiredness and inefficiency in performing a task.

Mind Wandering: Thoughts unrelated to the task being performed.

Performance Block: Delayed task performance because of engagement with another
task.

Thinking about these HSAs for your work situation, please indicate your level of

agreement with each of the following statements by entering the appropriate number.

Strongly Strongly

Agree Agree Neutral Disagree Disagree

(5) (4) (3) (2) (1)

1. HSAs occur every day in my job.

2. HSAs occur most frequently when there are few tasks for me to perform.

3. HSAs are the most likely reasons for human error in my job.

4. Checklists and other memory aids can reduce the occurrence of HSAs in my job.

5. Aspects of my work schedule (e.g., hours, rotation, shift) are largely responsible for

HSAs in my job.

6. Using manual skills to perform some automated tasks can reduce HSAs in my

job.
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III. ACCEPTABILITY OF MEASURES

For this section, we ask you to engage in futuristic thinking about devices to measure

operator states of awareness. Please understand that prototype devices are currently

available. However, these devices await advances in technology for integration into

complex systems. Consider the following devices that could be used in your work
situation.

Device #1: Brain Activity Level Sensing Device

Suppose that a sensing device is attached to your headset that evaluates the level of your brain

activity. We know that brain activity fluctuates with the amount of energy and focus that a

person gives to tasks at hand. Further suppose that the device is trained to you such that a

baseline is established that reflects your optimal level of performance. When your actual

performance deviates from the optimal level by unacceptable amounts, the sensing device

would activate and provide feedback to you. The feedback could be given directly through the

headset or by a display. The feedback could indicate that you are becoming overloaded by

task demands, suggesting that you need help or a rest break. Or, it could indicate that your

activity has fallen to an extremely low level, suggesting additional tasks to perform to

increase brain activity.

Thinking about Device #1 for your work situation, please indicate your level of

agreement with each of the following statements by entering the appropriate number.

Strongly Strongly

Agree Agree Neutral Disagree Disagree

(5) (4) (3) (2) (1)

7. Feedback from the device would be useful.

8. I would be willing to use the device even if it is somewhat invasive or cumbersome.

9. I would like the option of turning offor not using the device in situations where I feel

that it would hinder my job performance.

10. I would not be concerned if my activity level is recorded for others to review.

11. I would not be worried about legal complications if my activity level is recorded.

12. For task underload situations, I would like to be given additional tasks to perform to

increase my activity level.

__ 13. For task overload situations, my supervisor (or significant coworker) should be

signaled automatically to provide help.

14. For task overload situations, coworkers should be signaled automatically to provide

help.
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Device #2: Eye Movement Tracking Device

Suppose that a miniature camera is either attached to your headset or embedded into a control

panel or display. This camera follows and records the movements of your eye. Further

suppose that a baseline of activity is established that considers the person, the nature of tasks,

and the priority of information that needs to be processed. When eye movements stay away

too long from critical locations or information, signals are given either through the headset or

a display. The signals would prompt you to refocus attention to a particular location or set of

information.

Thinking about Device #2 for your work situation, please indicate your level of

agreement with each of the following statements by entering the appropriate number.

Strongly Strongly

Agree Agree Neutral Disagree Disagree

(5) (4) (3) (2) (1)

15. Feedback from the device would be useful.

16. I would be willing to use the device even if it is somewhat invasive or cumbersome.

17. I would like the option of turning &for not using the device in situations where I

feel that it would hinder my job performance.

18. I would not be concerned if my activity level is recorded for others to review.

19. I would not be worried about legal complications if my activity level is recorded.

20. For task underload situations, I would like to be given additional tasks to perform to

increase my activity level.

21. For task overload situations, my supervisor (or significant coworker) should be

signaled automatically to provide help.

22. For task overload situations, coworkers should be signaled automatically to provide

help.

Thank you for taking the time to complete this survey!
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Talb.__2..T-tests Between ATC and Pilot Means

Item ATC Pilot t-test

Hazardous States of Awareness

1. HSAs occur every day in my job. 3.21 3.83 -2.36*

2. HSAs occur most frequently when there are few tasks 4.04 4.01 0.14

for me to perform.

3. HSAs are the most likely reasons for human error in my job. 3.17 3.60 -1.89

4. Checklists and other memory aids can reduce the occurrence 3.88 4.31 -2.16'

of HSAs in my job.

5. Aspects of my work schedule (e.g., hours, rotation, shift) are 3.88 4.31 -2.90*

largely responsible for HSAs in my job.

6. Using manual skills to perform some automated tasks can 3.08 3.71 -2.76*

reduce HSAs in my job.

Brain Activity Level Sensing Device
1. Feedback from the device would be useful. 3.25 3.59 -1.29

2. I would be willing to use the device even if it is somewhat. 2.54 2.79 -0.89
invasive or cumbersome.

3. I would like the option of turning offor not using the device in 4.54 4.53 0.08

situations where I feel that it would hinder my job performance.

4. I would not be concerned if my activity level is recorded 2.67 2.34 1.09

others to review, a

5. I would not be worded about legal complications if my 2.08 1.77 1.18

activity level is recorded, a

6. For task underload situations, I would like to be given 3.13 2.89 1.05

additional tasks to perform to increase my activity level.

7. For task overload situations, my supervisor (or significant 3.67 3.17 2.04*

coworker) should be signaled automatically to provide help.

8. For task overload situations, coworkers should be 3.46 3.46 0.00

signaled automatically to provide help.

Eye Movement Tracking Device
1. Feedback from the device would be useful. 3.54 3.73 -0.83

2. I would be willing to use the device even if it is somewhat 2.67 2.89 -0.85
invasive or cumbersome.

3. I would like the option of turning offor not using the device in 4.13 4.46 -1.94

situations where I feel that it would hinder my job performance.

4. I would not be concerned if my activity level is recorded for 2.79 2.29 1.73

others to review, a
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Table 2. Concluded

Item ATC Pilot t-test

5. I would not be worried about legal complications if my 2.17 1.64

activity level is recorded, a

6. For task underload situations, I would like to be given 2.92 2.91

additional tasks to perform to increase my activity level.

7. For task overload situations, my supervisor (or significant 3.54 3.07

coworker) should be signaled automatically to provide help.

8. For task overload situations, coworkers should be signaled 3.42 3.34

automatically to provide help.

2.38*

0.01

1.83

0.31

Note. N = 94. Items are identified by numbers within content areas.

* p < .05.

a negatively worded.
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Table 3. T-tests Between Brain and Eye Device Means

Item Brain Eye t-test

1. Feedback from the device would be useful. 3.51 3.71 -2.03"

2. I would be willing to use the device even if it is 2.77 2.88 -1.44
somewhat invasive Or cumbersome.

3. I would like the option of turning offor not using the device in 4.53 4.38 2.14'

situations where I feel that it would hinder my job performance

4. I would not be concerned if my activity level is recorded for 2.48 2.47 O. 17

others to review, a

5. I would not be worried about legal complications if my 1.90 1.81 1.12

activity level is recorded, a

6. For task underload situations, I would like to be given 2.98 2.94 0.85

additional tasks to perform to increase my activity level.
7. For task overload situations, my supervisor (or significant 3.31 3.20 2.35*

coworker) should be signaled automatically to provide help.
8. For task overload situations, coworkers should be signaled 3.49 3.40 1.75

automatically to provide help.

Note. N = 100. Items are identified by the same numbers for the two devices.

* p < .05.

a negatively worded.
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